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Abstract  8 

Steady state evaporation from a planar liquid surface into vacuum is modelled by non-9 

equilibrium molecular dynamics simulations of a Lennard-Jones fluid. Studies are made for 10 

liquids at a low temperature T/Tc = 0.53, a medium temperature T/Tc = 0.65 and a high 11 

temperature T/Tc = 0.84, where Tc is the critical temperature. Results are given for the profiles 12 

of density, kinetic temperature, distinguishing between its components, and drift velocity, for 13 

the outgoing, incoming and total particle flux as well as for the evaporation coefficient . 14 

Moreover, velocity distribution functions are shown. The simulation results are compared 15 

with those from kinetic theory. The key findings are: a) For the low temperature, the 16 

simulations yield values for the vapour density and temperature as well as for the particle flux 17 

which confirm the assumption of Hertz about an outgoing half-sided Maxwellian which 18 

implies  = 1. b) For all temperatures, the density profiles do not change significantly in the 19 

liquid and in the interface in comparison with equilibrium. c) For the medium and high 20 

temperatures, the kinetic temperatures somewhat decrease already in the liquid and more in 21 

the interface which leads to a lower particle flux than assumed by Hertz and hence  22 

decreases with temperature. Finally, a simple correlation is given to estimate  as a function 23 

of T/Tc.  24 
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Nomenclature  30 

c  Sound velocity 

f  Distribution function 

H  Number of time steps divided by 10 

J  Scaled particle flux 

j  Particle flux 

kB  Boltzmann constant 

Kn   Knudsen number 

L  Edge length of the rectangular simulation volume 

Lvap  Length of vapour phase 

LJ  Lennard-Jones potential 

LJRc  Lennard-Jones potential cut and shifted at Rcσ 

m  Molecular mass  

M  Number of time steps  

MD   Molecular dynamics 

N  Number of particles 

NEMD  Non-equilibrium molecular dynamics 

p  Pressure 

pσ  Vapour pressure 

q  Heat flux in kinetic theory 

T  Temperature  

Tc  Critical temperature  

T1  Liquid thermostat temperature 

v  Velocity  

x, y, z  Spatial coordinates 

w  Width of liquid-vapour interface 

Greek symbols  31 

  Evaporation (or condensation) coefficient 

Δt  Time step 

ΔV  Volume element 

ε  Lennard-Jones energy parameter 

  Mean free path 

H  Thermal conductivity 

  Density  

mailto:johann.fischer@boku.ac.at


 

 

3 

σ  Lennard-Jones size parameter 

  Time unit  

Superscripts  32 

H  Hertz 

M  Maxwellian  

D  Drift 

E  Evaporated  

0  Collisionless 

*  Reduced quantity  

+  Outgoing 

  Incoming 
  Contracted 

´  Saturated liquid state 

´´  Saturated vapour state 

Subscripts  33 

c  Critical point, Condensation 

e  Evaporation 

i, j  Numbering of volume elements 

l  Liquid 

le  Quantity in the liquid under steady state evaporation 

tr  Triple point 

v  Vapour 

ve  Quantity in the vapour under steady state evaporation 

x, y, z  Components in spatial x-, y-, z-direction 

 34 
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1. Introduction  50 

Evaporation and condensation play an important role in natural and in technical processes. 51 

Nowadays, e.g. evaporative cooling or fuel droplet evaporation are applications of interest, 52 

where combined heat and mass transfer is the most challenging aspect. This topic can be 53 

approached by different theoretical methods: hydrodynamics, kinetic theory or molecular 54 

simulation. Early studies using the kinetic theory of gases were made by Hertz [1], Knudsen 55 

[2] and Volmer [3] assuming half-sided Maxwellian velocity distribution functions outgoing 56 

from and incoming to the liquid-vapour interface. In the late 1950s, problems like re-entry of 57 

spacecraft, switches for strong currents or laser-pellet fusion reinvigorated the interest in 58 

kinetic theory. Technically, the collision term in the Boltzmann equation was replaced by a 59 

simplified model collision term introduced by Welander [4] and Bhatnagar-Gross-Krook [5]. 60 

Initially, solutions were obtained from the linearized kinetic equation [6], later also strong 61 

evaporation was studied [7-9]. Whilst kinetic theory already captures essential physical 62 

features of evaporation and condensation, details concerning the vapour phase, the liquid-63 

vapour interface and the liquid phase remained open and deserved more detailed studies. One 64 

crucial problem concerns the initial and the boundary conditions of the velocity distribution 65 

function.  66 

When increasingly powerful computers became available, evaporation was studied by 67 

molecular dynamics (MD) which is thought to be the key methodology to validate the 68 

assumptions of kinetic theory. Thus molecular simulation data are available with respect to a) 69 

the dynamics of molecules at planar liquid-vapour interfaces under equilibrium [10-13], b) the 70 

injection of test particles into planar interfaces under equilibrium [14-16], c) the evaporation 71 

from planar surfaces by non-equilibrium molecular dynamics (NEMD) [17-23] and d) the 72 

evaporation from droplets [24-32] or fluid bridges in a pore [33] by NEMD. Here, we 73 
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concentrate on planar surfaces because they are more suited to represent evaporation in 74 

macroscopic systems than nano-scaled droplets. 75 

One important item for all interfacial studies and hence also for evaporation is the cut-off 76 

scheme that is applied to the intermolecular potential. Being the most prominent example, we 77 

consider Lennard-Jones (LJ) type potentials that have the energy parameter ε and the size 78 

parameter σ. In the following all quantities are reduced by ε and σ, e.g. temperature T* = 79 

kBT/ε, with kB being Boltzmann’s constant, or density * = σ
3
, and the asterisk is omitted if 80 

no confusion can occur. The LJ potential exhibits attractive forces up to large distances, but in 81 

MD simulations the interaction between two molecules can be explicitly evaluated only up to 82 

some distance Rc using e.g. a truncated and shifted potential. If the long range forces are 83 

neglected, the fluid is termed LJRc fluid here. Alternatively, appropriate long range 84 

corrections may be used so that results are obtained for the fluid with the full LJ interactions, 85 

which is termed LJ fluid. Whilst these corrections are standard for homogeneous fluids, they 86 

were worked out for MD of inhomogeneous fluids in Ref. [34], where also the effects of 87 

different cut-off radii (up to Rc = 5.0) and of different correction schemes were discussed. The 88 

differences between the properties of the LJ fluid and the  LJRc fluids are caused by the fact 89 

that the truncation as well as the shift of the LJ potential act as a reduction of the attractive 90 

potential. Hence, the critical temperature in terms of /kB decreases, which results in a 91 

significant increase of the saturated vapour density at a given value of kBT/ , which is 92 

important for evaporation studies.   93 

For the LJ fluid, vapour-liquid equilibria were calculated via the equality of the chemical 94 

potential with the NpT + test particle method [35], yielding a critical temperature TcLJ = 1.31. 95 

These phase equilibrium results were used to develop accurate equations of state for the LJ 96 



 

 

6 

fluid [36-38]. Vapour-liquid equilibria were also studied by direct simulations [17, 34, 39], 97 

which yielded orthobaric densities that are in very good agreement with the results from the 98 

NpT + test particle method [35]. Estimates for the triple point temperature TtLJ of the LJ fluid 99 

are compiled in [40] and scatter between 0.661 and 0.698, another source [41] reports TtLJ = 100 

0.694.         101 

Vapour-liquid equilibria were also investigated for LJRc fluids. First, van Megen and 102 

Snook [42] found for LJ2.5 TcLJ2.5 = 1.12. A series of other papers followed considering Rc = 103 

2.5 and other cut-off radii, of which we mention only a few here. For the LJ2.5 fluid, Smit 104 

[43] found TcLJ2.5 = 1.085  0.005 and Vrabec et al. [44] found TcLJ2.5 = 1.0779. Assuming for 105 

simplicity an average value of TcLJ2.5 = 1.08 for the LJ2.5 fluid, we see that TcLJ2.5/TcLJ = 0.82. 106 

For the LJ3.5 fluid, Anisimov et al. [19] found TcLJ3.5 = 1.21, and for the LJ5.0 fluid, 107 

Panagiotopoulos [45] obtained TcLJ5.0  = 1.28. As the critical temperature kBTc/ε decreases with 108 

decreasing Rc, the saturated vapour densities ’’3
 increase significantly at the same reduced 109 

temperature kBT/ε. E.g., for LJ2.5 it increases by a factor of about 3(!) [34, 44]. Unfortunately, 110 

it is frequently ignored by researchers in NEMD that the properties of LJRc fluids very much 111 

differ in units reduced by  and , depending on the cut off radius Rc. This causes problems in 112 

assessing results which was already pointed out in Ref. [27] for droplet evaporation and will 113 

be encountered below again for evaporation from a planar surface. In the comparisons below, 114 

we tried to account for these differences.  115 

Let us turn now to the MD evaporation studies for planar surfaces. In Refs. [10-13] 116 

classifications of particle trajectories were made giving insights into the particle dynamics in 117 

the interface under equilibrium. The work of Matsumoto et al. [11, 12] was extended by 118 

Tsuruta et al. [14-15] by injecting test particles from the vapour side onto the interface region 119 
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under equilibrium. With this methodology they obtained condensation and evaporation 120 

coefficients and also velocity distribution functions of evaporated and reflected molecules. In 121 

subsequent work, Tsuruta et al. combined their methodology with transition state theory [16].  122 

Extensive NEMD studies on steady state evaporation from the planar surface of a 123 

thermostated liquid have been made - to the best of our knowledge – for the first time in the 124 

PhD thesis of Lotfi [17]. He performed NEMD simulations for the full LJ potential using Rc = 125 

5.0 and the long range correction LRC2 from Ref. [34]. Systems with N = 1372 particles were 126 

considered at the three temperatures T/TcLJ = 0.53, 0.65 and 0.84, where T is the bulk liquid 127 

temperature.  128 

The two papers by Anisimov et al. [18, 19] on evaporation of LJRc fluids into vacuum are 129 

somewhat overlapping. In the second paper the cut-off radius was Rc = 3.5, no long range 130 

corrections were made and the particle number was N = 12,000. Ref. [19] gives TcLJ3.5 = 1.21 131 

and hence the range of reduced liquid temperatures T/Tc considered was between 0.615 and 132 

0.80. The results contain profiles of density, parallel and perpendicular temperature, drift 133 

velocity as well as particle fluxes, and also velocity distribution functions. Moreover, 134 

Anisimov et al. discussed the interface thickness and surface tension and gave values for the 135 

evaporation coefficient .  136 

Next, a related study was made by Ishiyama et al. [20] for the LJ4.4 fluid. We estimate 137 

TcLJ4.4 = 1.25 based on Refs. [19, 45] and the argon parameters used by authors. They 138 

performed calculations with N = 2000 particles in the temperature range 0.57 < T/Tc < 0.67 139 

and with N = 4000 for 0.73 < T/Tc < 0.87. For the temperature T/Tc = 0.53 and two lower 140 

temperatures, however, the authors used an other potential than LJ4.4. Results of the same 141 

type as obtained by Lotfi [17] and by Anisimov et al. [18, 19] were reported. 142 
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NEMD simulations for evaporation of the LJ2.5 fluid into vacuum were made by Hołyst 143 

and Litniewski [21] with much larger particle numbers N = 800,000 in the temperature range 144 

Tl/TcLJ2.5 between 0.65 and 0.79. The authors considered steady state evaporation from a 145 

thermostated liquid similar to Refs. [17-20] and transient evaporation from a liquid without 146 

energy supply which corresponds to adiabatic pressure jump evaporation [27]. The most 147 

interesting feature was the introduction of a pseudo-temperature Tout, corresponding to the 148 

kinetic energy of the vapour during evaporation and their finding that the equilibrium vapour 149 

pressure pσ(Tout) is approximately equal to the liquid pressure pl during steady state 150 

evaporation into vacuum. 151 

With time progressing the number of particles further increased in the paper by Cheng et 152 

al. [22] to N = 3,000,000, who studied transient evaporation. The considered temperature 153 

range from Tl/TcLJ2.5 = 0.74 to 0.92 was higher than in all earlier papers. The physics of Ref. 154 

[22], however, suffers from the fact that the difference between the full LJ fluid and the LJ2.5 155 

fluid has been ignored. Some problems of this mix-up for evaporation studies were already 156 

pointed out in Ref. [27]. It also seems to be the cause for some findings in Ref. [22] and for 157 

the statement “However, it is well known that the vapour pressure of a LJ fluid is much higher 158 

than those of real liquids“, which contradicts with reliable results for Ar, Kr, Xe and methane 159 

in Ref. [46] and several earlier sources cited therein. Moreover, it is known that these real 160 

fluids can also be modelled with a good accuracy as LJ2.5 fluids with, however, different 161 

values for ε and   than for the LJ fluid [44].  162 

To our knowledge, the most recent simulation study on evaporation from a planar liquid 163 

surface is that of Yu and Wang [23], who considered three-phase systems consisting of two 164 

solid walls at different temperatures with adjacent liquid films and transient evaporation from 165 

the hot to the cold side. The authors used N = 9,300 particles and a LJ potential truncated at 166 
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3.5 without switching or shifting. This complex study gives interesting hints for discussing 167 

theories and experiments [47-52]. 168 

From the above mentioned papers on NEMD simulations for evaporation from a planar 169 

liquid surface [17-23], the pioneering work of Lotfi [17] was rarely and only recently 170 

recognized [9, 32], presumably because it appeared as a PhD thesis in German language. The 171 

unique features of Ref. [17] are: 1) the consideration of the full LJ fluid and 2) the 172 

investigation of evaporation at the reduced temperature T/TcLJ = 0.53, which is by far the 173 

lowest temperature of all studies on LJ type fluids. The merit of these features as well as the 174 

separation of the outgoing and incoming fluxes is that the assumptions of Hertz [1] and 175 

Knudsen [2] for low pressure evaporation can be discussed in more detail. Hence, we present 176 

here the most important simulation results for evaporation into vacuum from the original 177 

work [17] accompanied by a discussion of new aspects. Because of the large extent of the 178 

data on evaporation into vacuum provided in [17], part of it is given in the Supplementary 179 

Material. The results on evaporation at some counter-pressure given in [17] shall be presented 180 

in a subsequent publication. 181 

The present paper is organized such that in Sec. 2 some assumptions and results of kinetic 182 

theory are compiled which are required later for comparisons with MD results. In Sec. 3 the 183 

simulation methodology is described and in Sec. 4 results are given and discussed. In Sec. 5 184 

we compare results of different authors for the evaporation coefficient  of LJ type fluids and 185 

present a simple correlation for the evaporation coefficient as a function of the temperature 186 

for the fluid with the full LJ interaction.   187 
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2. Assumptions of kinetic theory 188 

According to kinetic theory, a gas is described by the distribution function f depending on 189 

the spatial coordinate vector r = (x, y, z), the velocity coordinate vector v = (vx, vy, vz) and the 190 

time t, f = f(r, v, t). The normalization is chosen such that integration of f over the velocities 191 

yields the density  (r, t) 192 

                              (r,  t) =  f(r, v, t) dv .                                                                          (1) 193 

Quantities of interest are the drift velocity v
D
(r, t), the particle flux j(r, t), and the kinetic 194 

temperature T(r, t) as well as its components such as Tz (r, t). These are obtained from the 195 

distribution function f as 196 

                       j(r, t) =   (r,  t) v
D
(r, t) =  v f(r, v, t) dv ,                                                          (2)  197 

and                 198 

                     (r, t) kBTz (r, t) = (m/3)(vz - 
D

z
v )

2
 f(r, v, t) dv ,                                                 (3)     199 

with m being the molecular mass. Analogous equations hold for Tx (r, t) and Ty (r, t) and the 200 

total temperature T(r, t) is given as the average  201 

                                 T(r, t) = (1/3) [Tx (r, t) + Ty (r, t) + Tz (r, t)].                                          (4) 202 

For systems under equilibrium it is well known that the distribution function f becomes 203 

the Maxwellian function  204 

                           f
M 

=  (m/2kBT)
3/2 

exp{-(m/2kBT)v
2
},                                                     (5)                         205 

and that the mean free path  is given as  206 

                                   = 1/(2
1/2

   σ
2
),                                                                                 (6)      207 
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where it is assumed for simplicity that the molecular diameter is the LJ size parameter σ. 208 

Moreover, if a flow with a drift velocity v
D 

is in its steady state, the distribution function f 209 

tends again towards a Maxwellian with respect to the drift velocity                  210 

                             f
M 

=  (m/2kT)
3/2 

exp{-(m/2kT)(v - v
D
) 

2
}.                                          (7)     211 

For a planar geometry, which depends only on the z-direction under steady state flow 212 

conditions, the distribution function reduces to f = f(z, vx, vy, vz). In this case it is helpful to 213 

introduce a contracted distribution function  214 

                            
zz

vzf ,ˆ  = (1/) f( z, vx, vy, vz) dvxdvy,                                                   (8) 215 

which is normalized to unity.  216 

Let us consider a fictitious plane at z = 0 in a gas under equilibrium. Then the particle flux 217 

j
+
 through the plane from z <0 to z>0 is determined via Eq. (2) by using a half-sided 218 

Maxwellian f
+
 defined as  219 

                   f
+
 =  (m/2kBT )

3/2 
exp{-(m/2kBT)v

2
}      for vz > 0 ,

 
                                (9a)                                    220 

                         f
+
 = 0                                                          for vz< 0 .                                (9b) 221 

Next, we consider a planar liquid surface at z = 0. The liquid is kept at a constant 222 

temperature T1 and evaporates under steady state conditions into positive z-direction. For that 223 

situation, Hertz [1] assumed that the evaporating particles have a half-sided Maxwellian 224 

distribution f
+
 given by Eqs. (9a) and (9b) with T = T1 and  = ´´ being the saturated vapour 225 

density at T1. For the outgoing vapour, the following results are obtained from Eqs. (1) to (4) 226 

[8] 227 

                            +H 
 = 0.5 ´´,                                                                                      (10) 228 
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                            j
+H

 = ”(kBT1 /2 m)
1/2

,
               

                                                              (11)                                                                      229 

                           T
+H

 =  [(3 - 2)/3] T1 ,                                                                                                (12) 230 

                          H

xy
T


 =  T1,                                                                                               (13)  231 

                                 H

z
T

  = (1 – 2/) T1.                                                                               (14)  232 

Regarding the incoming particle flux j

, a simple concept assumes a half-sided 233 

Maxwellian f
 

with the temperature T2 and the density 2 of the gas. The half-sided 234 

Maxwellians f
+ 

and f

 are shown in contracted form in Fig. 1. The resulting flux of condensing 235 

particles is given by the incoming Hertz flux j
H

 236 

                              j
H  

= 2 (kBT2 /2 m)
1/2

, 
              

                                                           (15) 237 

and hence the total flux from the surface is   238 

                           j =   j
+H

  -  j
H  

 =  ” (kBT1 /2 m)
1/2  

- 
 2 (kBT2 /2 m)

1/2 
.
              

           (16)  239 

Because of discrepancies with his experiments, Knudsen [2] introduced an evaporation 240 

coefficient e and a condensation coefficient c and modified the total flux to   241 

                                j = e j
+H 

- c j
H 

.
                                                                                              

                     (17)                                                       
                                                                           

 242 

For a more sophisticated treatment of evaporation by kinetic theory, the Boltzmann 243 

equation with the Boltzmann-Bhatnagar-Gross-Krook-Welander (BBGKW) collision term [4, 244 

5] was used [6-8]. The crucial point, however, are the boundary conditions for f. An 245 

interesting result of Ref. [8] for evaporation into vacuum is that about 15% of the evaporated 246 

particles are backscattered to the surface. Moreover, the temperature and the density decrease 247 

with increasing distance z from the surface. Because the total particle flux j in the steady state 248 
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is constant, this implies according to Eq. (2) that with decreasing vapour density , the drift 249 

velocity D

z
v  has to increase with z. 250 

The question is now which assumptions can be clarified with NEMD simulations. For the 251 

outgoing particles, it can be investigated whether their distribution function is a half-sided 252 

Maxwellian with the liquid temperature T1 and the saturated vapour density ”. The question 253 

about the distribution function of the incoming particles for evaporation into vacuum is more 254 

subtle and depends on the Knudsen number Kn, which is the ratio of the mean free path  in 255 

the vapour phase to the length Lv of the vapour volume in z-direction  256 

                                                            Kn = /Lv.                                                             (18) 257 

Obviously, several collisions per particle are necessary to obtain an “equilibrated flow” as 258 

described by Eq. (7), which means that small Knudsen numbers [8] are required for assessing 259 

the incoming distribution function.     260 

3. Simulation methodology  261 

Steady state evaporation of a LJ fluid from a planar liquid surface into vacuum was 262 

studied with N = 1372 molecules. The cut-off radius for the explicit evaluation of particle-263 

particle forces was 5σ and long-range force corrections were made as described in Ref. [34] as 264 

LRC2 by using averaged density profiles. All quantities are given in units reduced by ε and σ 265 

as stated above and the time step in the simulations was Δt = 0.005 τ, with τ = σ(m/ ε)
1/2

 being 266 

the usual time unit. The equations of motion were solved with the fifth order predictor-267 

corrector algorithm [53, 54].  268 

In the first step, vapour-liquid equilibrium configurations were created as described in 269 

[34]. The system containing N particles was started from a lattice configuration in a 270 
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rectangular volume of dimension Lx x Ly x Lz,0 with Lx = Ly and Lz,0 = 1.5Lx. An equilibration 271 

run was made with usual periodic boundary conditions and the minimum image convention to 272 

obtain a liquid configuration. Subsequently, the periodic boundary conditions were removed 273 

in the z-direction and the simulation volume was enlarged to a value of Lz = 3Lz,0 = 4.5Lx with 274 

reflecting walls on both sides. After another equilibration period, production runs were made 275 

for the liquid slab with vapour phases on both sides over 25,000 time steps for T1 = 0.70 276 

(T1/Tc = 0.53), T1 = 0.85 (T1/Tc = 0.65) and T1 = 1.10 (T1/Tc = 0.84).  277 

Next, evaporation into vacuum was initiated by replacing the reflecting walls with virtual 278 

planes and removing all particles from the vapour which cross these planes. For obtaining 279 

steady state evaporation two actions were taken: 1) The temperature T1 was kept constant by 280 

momentum scaling in the central region of the liquid film with a width of 4, cf. black 281 

marked area in Fig. 2.2) The removed particles were reinserted into the centre of the liquid 282 

film, cf. arrows in Fig. 2. Reinserted particles kept their spatial x- and y-coordinate and were 283 

assigned with a random velocity. In order to minimize overlaps with other particles in the 284 

liquid during reinsertion, initially a small molecular size and a repulsive potential were 285 

assumed. Then, similar as in Ref. [55], the reinserted particles grew gradually and when they 286 

reached their full size after 100 time steps, the attractive interaction was switched on. With 287 

this procedure only 1 to 2 particles were simultaneously in their growth phase. Sampling for 288 

the steady state flow was started after a flow equilibration period of at least 5,000 time steps 289 

and the production runs lasted over M time steps, with M ranging from 30,000 to 150,000. 290 

A technical problem was the drift of the liquid slab because momentum conservation was 291 

violated by the removal and reinsertion of particles and by thermostating the centre of the 292 

liquid slab. On average, these momenta should cancel out, but they actually lead to small 293 
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displacements of the liquid slab of 2 to 4 in the one or the other direction during the longer 294 

simulation runs. Because the thickness of the slab remained constant, we performed block 295 

averages over 5,000 time steps with subsequent centering of the liquid. For a further increase 296 

of the accuracy, the nearly symmetric profiles of all data were cut in the centre and 297 

superimposed so that results are presented here only for one averaged surface. 298 

In order to see how the steady state evaporation into vacuum develops with increasing 299 

distance from the surface, we performed in addition to the simulations with an edge length Lz 300 

= 3Lz,0 = 4.5Lx also simulations with Lz = 5Lz,0 = 7.5Lx.  301 

For sampling steady state evaporation, the simulation volume was subdivided into volume 302 

elements ΔV with a thickness Δz = Lz/100, yielding ΔV = LxLyΔz and after each 10
th

 time step 303 

all quantities were stored. Hence, for M time steps the number of sampled data for each 304 

volume element and each quantity amounted to H = M/10. Let Ni be the cumulated number of 305 

particles counted in a volume element at position zi during the whole run, then the local 306 

number density is 307 

                                                     
HV

N
i

i


  .                                                             (19) 308 

The drift velocity in z-direction at the distance zi was obtained by averaging the z-component 309 

of the particle velocities in the corresponding volume element  310 

                                           



iN

j

jiz

i

izi

D

z
v

N
vv

1

,

1
.                                                            (20)        311 

The x, y and z-components of the kinetic temperatures Tx, Ty and Tz at the distance zi were 312 

calculated by averaging over the kinetic energy contributions relative to the drift velocity as     313 
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                                   kBTxi  



iN

j

jix

i
i

x
v

N

m
vm

1

2

,

2    ,                                                       (21) 314 

and analogously for kBTyi , whilst                                     315 

                                   kBTz i      2
1

2

,

22

i

D

z

N

j

jiz

i

iz
i

z
vmv

N

m
vvm

i

 


 .                             (22)  316 

Because Tx and Ty should be identical, a temperature parallel to the surface Txy may be 317 

introduced as a mean quantity of Tx and Ty at zi       318 

                                              Txyi  
2

1
 (Txi + Tyi),                                                                 (23) 319 

and the total kinetic temperature T as a mean quantity of all three temperature components at 320 

zi 321 

                                              Ti   
3

1
 (Txi + Tyi + Tzi).                                                            (24)                                 322 

The evaporating particle flux jz can be obtained from the number of particles Ne which 323 

leave the simulation volume in M time steps of length Δt 324 

                                                
tMLL

N
j

yx

eE

z


   ,                                                          (25) 325 

or alternatively, jz can be obtained as a product of the density and the drift velocity  326 

                                                             
D

z
j i i

D

z
v ,                                                              (26) 327 

which should be constant under steady state evaporation  at any distance zi. Moreover, the 328 

particle flux jz is the superposition of the flux away from the surface jz
+

i and of the flux 329 

towards the surface jz
-
i. Both can be determined similarly as in Eq. (25) and may, contrary to 330 

the total particle flux jz, depend on the position zi.  331 
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Next, kinetic theory [6] also considers a heat flux in z-direction qzi that is defined as  332 

                     qzi    
i

D

zz

D

zzyxi
vvvvvv

m


222

2
      ,                                               (27) 333 

which requires averages over the cubic quantities 
i

zx
vv

2
, 

i
zy

vv
2

 and 
i

z
v

3
 that are 334 

calculated in analogy with the averages in Eqs. (21) and (22).  335 

Finally, we were also interested in the contracted velocity distribution function  
zz

vzf ,ˆ  336 

as introduced in Eq. (10). It was determined by counting the number of particles Nzk,i  which 337 

are both in the volume element Δz at zi and in the velocity element Δvz at vzk, where 338 

normalization to unity was obtained as  339 

                                                   
i

izk

zkiz
N

N
vzf

,
,ˆ  .                                                             (28) 340 

4. Results and Discussion  341 

NEMD simulations were made for the three temperatures T1 = 0.70, 0.85 and 1.10. At 342 

each temperature, three runs were carried out using different edge lengths Lz or different 343 

numbers of time steps M. As an overview, Table 1 presents the simulation parameters, 344 

auxiliary data and key results for all nine runs. For quantities that change in the direction of 345 

evaporation flow, the key results in Table 1 refer to the bulk of the liquid or to the “bulk” of 346 

the vapour. The latter was chosen with some arbitrariness because the density, the 347 

temperatures and the drift velocity vary within the vapour.  348 

 Table 1 gives in addition to the number of sampled time steps M the following quantities: 349 

the thermostat temperature Tl, the edge length of the volume in z-direction Lz, the edge length 350 

of the volume in x-direction Lx with Ly = Lx, the temperature of the liquid under steady state 351 

evaporation Tle, the saturated liquid density ´
 
at

 
T1, the density of the liquid under steady 352 
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state evaporation le, the drift velocity of the liquid under steady state evaporation D

lez
v

, , the 353 

temperature of the vapour under steady state evaporation Tve, the x, y- and z-components of 354 

the temperature of the vapour under steady state evaporation Txy,ve and Tz,ve, the saturated 355 

vapour density ´´
 
at

 
T1, the density of the vapour under steady state evaporation ve, the mean 356 

free path in the vapour  = 1/(2
1/2ve), the drift velocity of the vapour under steady state 357 

evaporation D

vez
v

, , the particle flux E

z
j determined via Eq. (25) from the number of evaporated 358 

particles, the particle flux D

z
j  determined by using the drift velocity and Eq. (26), the 359 

outgoing Hertz flux H

z
j
  =

 ´´(T1/2)
1/2

 of the vapour under equilibrium, the evaporation 360 

coefficient  = E

z
j /

H

z
j


 and the sound velocity of the ideal gas c = (Tve)
1/2

 with  = 5/3.  361 

The auxiliary parameters in Table 1, the orthobaric densities ´ and ´´and the outgoing 362 

Hertz flux H

z
j
 , were taken or calculated from the data in Ref. [35]. 363 

More details including spatial profiles for quantities which change from the liquid through 364 

the interface to the vapour, like density or temperature, and the velocity distribution functions 365 

as well as discussions of the results will be given for each of the three temperatures T1 in the 366 

following subsections. Note that in the figures the z-direction extends only to Lz/2, because 367 

the nearly symmetric profiles resulting from the geometry of Fig. 2 were cut in the centre, 368 

superimposed and averaged. Hence, the length of the vapour volume Lv extended from about z 369 

= 10 up to Lz/2 and is accordingly given as Lv = Lz/2 - 10. Moreover, the interface is 370 

understood as the region in which the density changes from le to ve and its width w was 371 

determined via an intersection of the tangent to (z) at the point of inflection with le and ve.  372 

The evaporation coefficient merits a dedicated discussion. In kinetic theory, the 373 

evaporation coefficient e is defined as the ratio of the flux outgoing from a mathematical 374 
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surface to the Hertz flux e = jz
+
/ H

z
j
 .

 
However, if the model is refined from the kinetic length 375 

scale to the molecular length scale, the interface is not a mathematical plane any more, but a 376 

finite film in which the thermophysical quantities vary. Then the question arises at which 377 

plane the outgoing flux has to be taken and how the outgoing flux has to be separated from 378 

the incoming flux. Because it seems difficult to clarify this issue without ambiguity, we 379 

decided for the sake of simplicity to define the evaporation coefficient  as  380 

                                                 = E

z
j / H

z
j
  ,                                                 (29) 381 

where E

z
j  is the total particle flux for evaporation into vacuum. Because E

z
j = jz

+
 - jz


,  is 382 

smaller than e and the difference depends on the flux jz
 

of backscattered particles. We note 383 

that the backscattered flux a) increases with the length of the vapour volume Lv and b) 384 

increases when approaching the surface. It should be reminded that the maximum 385 

backscattered flux occurs for evaporation in case of Lv   and was found to be about 15% 386 

[8]. With this background, we took in the following subsections the total particle flux E

z
j  for 387 

the shorter vapour volume Lv and considered the backscattered flux for the longer vapour 388 

space Lv to estimate the maximum uncertainty of the evaporation coefficient  as defined by 389 

Eq. (29). 390 

In order to link the LJ model to a real fluid we consider methane as a reference [56], 391 

because it can be accurately described by the LJ potential [46].  392 

4.1. Evaporation at low temperature  393 

The low temperature T1 = 0.70 is equivalent to T1/Tc= 0.534. For methane 0.534Tc = 394 

101.46 K, where the vapour pressure is 0.41 bar.  395 
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As seen from Table 1 three simulation runs were made. Runs 1 and 2 were carried out 396 

independently, but with the same Lz = 46 while M was increased from 100,000 and 120,000. 397 

In Run 3, the length Lz was extended from 46 to 77 and M increased to 150,000. The 398 

corresponding lengths of the vapour volume were Lv = 13.1 for Runs 1 and 2 and Lv = 28.6 for 399 

Run 3. Comparing the results for all three runs given in Table 1, it can be seen that all 400 

temperatures agree well and the same holds for the liquid density. A reasonable agreement 401 

was also obtained for the drift velocities in the vapour and for the particle fluxes E

z
j  and 402 

D

z
j determined by both methods. Regarding the expected strong scattering of the liquid drift 403 

velocity, a test calculation via 
D

levz
v

, = jz /´ with an averaged value for jz = 0.00072 yielded 404 

D

levz
v

,  = 0.0006, which confirms the qualitative correctness of the directly calculated quantities. 405 

Less satisfying is the disagreement of the vapour density from Runs 1 and 2 on the one side 406 

and from Run 3 on the other side, which, however, is within the combined (large) statistical 407 

uncertainties for these small values, cf. Ref. [35]. 408 

Spatial profiles of the density (z), the temperatures Txy(z) and Tz(z) and for the drift 409 

velocity D

z
v (z) extending from the liquid through the interface into the vapour from Run 3 are 410 

shown in Fig. 3. The corresponding profiles from Run 1 are given in Fig. S1 of the 411 

Supplementary Material. 412 

Considering the results given in Table 1 and Fig. 3, it can be seen that during steady state 413 

evaporation, the temperature Tle and the density le in the liquid are practically the same as 414 

under equilibrium conditions. In the interface, the shape of the density profile (z) and its 415 

width w = 1.75 remain also nearly the same as under equilibrium conditions [34, 39]. Large 416 

differences with respect to the equilibrium occured, as expected, in the vapour phase. The 417 
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vapour density averaged over the three runs is only ve = 0.0011, which is about the half of 418 

the saturated vapour density ´´ = 0.00207. The averaged temperature parallel to the surface 419 

Txy,ve = 0.65 is slightly lower than T1 = 0.70 and shows maxima up to 0.75, the averaged 420 

temperature in flow direction is Tz,ve = 0.30 and shows minima down to 0.26 and the averaged 421 

total temperature is Tve = 0.54. The particle fluxes E

z
j  and D

z
j are all around 0.69, with the 422 

exception of D

z
j  from Run 3, which is higher due to the higher value of ve. The averaged 423 

drift velocity is D

vez
v

, = 0.67 and increases in Run 3 with z up to D

vez
v

max,, = 0.75, cf. Fig. 3. 424 

Finally, the sound velocity c = (T)
1/2 

calculated with  =5/3 and T = Tve is c= 0.95, and 425 

hence the ratio of the maximum drift velocity to the sound velocity is 
D

vez
v

max,, /c = 0.79.  426 

For a further discussion, we note that the vapour volume had a length of Lv = 13.1 for 427 

Runs 1 and 2 and Lv = 28.6 for Run 3. Since the mean free path  varied from 225 for Run 1 428 

and 2 to 173 for Run 3, the Knudsen number varied from Kn = 17 for Runs 1 and 2 to Kn = 6 429 

for Run 3, which means that the simulations came very close to a collisionless flow in the 430 

vapour.  431 

In Run 3, the particle flux D

z
j  was also separated into the outgoing particle flux jz

+
 and the 432 

incoming particle flux jz

. The results are shown in Fig. 4, where a scaling by the Hertz flux at 433 

the local density (z) and the temperature T1 was made according to 

z
J = 

z
j /[(z)(T1/2)] to 434 

bring the results for the liquid and the vapour into one scale. In the liquid, the fluxes Jz
+
 and  435 

Jz 
  

were nearly the same. However, in the vapour at the distance z = 20, the outgoing flux 436 

was Jz
+
 = 2 while the incoming flux was Jz 


 = 0.07, which means that 3.5 % of the evaporated 437 

particles were backscattered by collisions. This is in qualitative agreement with the findings in 438 

Ref. [8], from which the backscattered flux for Kn = 10 was estimated to be 2%.  439 
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Because Runs 1 to 3 are NEMD simulations for nearly collisionless flow, they may be 440 

used to check the assumption of Hertz [1] that evaporating particles have a half-sided 441 

Maxwellian distribution f
+ 

with a temperature T1 and a density ”. This check can be made 442 

for f
+
 directly but also for its moments +H

, j
+H

, T
+H

, H

xy
T

  and H

z
T

  as given by Eqs. (10) to 443 

(14). Considering the results from Runs 1 and 2, which are closer to the collisionless case than 444 

Run 3 because of their smaller vapour volume length Lv, cf. Table 1, we get ve/
+H 

= 0.97,  445 

= E

z
j / H

z
j
  = 1.01, Tve/ T

+H
 = 0.96, Txy,ve/

H

xy
T


 = 0.92 and Tz,vev/ 

H

z
T

  
= 1.18. Hence, it can be 446 

seen that the assumption of Hertz for the evaporated flux is confirmed by the present 447 

simulation data within their uncertainty for the vapour density , the total kinetic temperature 448 

T and the particle flux j. Regarding the components of the kinetic temperature Txy and Tz, it 449 

can be seen that the simulation data for the component parallel to the surface Txy was 8% 450 

lower, whereas the component in flow direction Tz was 18% higher than the assumptions of 451 

kinetic theory. Because Txy and Tz change from the liquid to the vapour only in the outermost 452 

region of the interface, a possible explanation for these deviations from the Hertz model could 453 

be that the few collisions in that region have the tendency to reduce the difference between Txy 454 

and Tz.  455 

Moreover, Fig. 5 shows contracted velocity distribution functions z
f̂  in the liquid and the 456 

vapour sampled either directly from the simulations or obtained as Maxwellians according to 457 

Eq. (7) with temperatures and drift velocities for the liquid and the vapour from Table 1. In 458 

the liquid, the directly sampled values match very well with the Maxwellian. In the vapour, 459 

the directly sampled values exhibit large statistical uncertainties due to the small number of 460 

particles. Nevertheless, a distribution function consisting of two half-sided Maxwellians as 461 
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assumed by Hertz and as shown in Fig. 1 seems to better coincide with the directly sampled 462 

values than a single Maxwellian with a drift velocity according to Eq. (7). 463 

Finally, we address the temperature increase in the vapour close to the liquid during 464 

evaporation of water at T/Tc = 0.43 found by Ward and Stanga [51]. In our understanding they 465 

did not measure the kinetic temperature but rather the temperature equivalent of the kinetic 466 

energy. Our data given in Table 1, however, show that the kinetic energy at T/Tc = 0.53 467 

remains nearly the same in going from the liquid to the vapour. Hence, the temperature 468 

increase for water found in Ref. [51] can not be explained on the molecular scale by the LJ 469 

fluid.  470 

4.2. Evaporation at medium temperature  471 

The medium temperature T1 = 0.85 is equivalent to T1/Tc= 0.649. For methane at 0.649Tc 472 

= 123.73 K, the vapour pressure is 2.47 bar and is hence six times higher than in case of the 473 

low temperature T1 = 0.70.  474 

At T1 = 0.85, Runs 4 and 5 were carried out with Lz = 47.3 and Run 6 with Lz = 78.8, cf. 475 

Table 1. Hence, the length of the vapour volume was Lv = 13.6 for Runs 4 and 5, whereas Lv = 476 

29.4 for Run 6. The mean free path  in the vapour varied from 53 for Runs 4 and 5 to 63 for 477 

Run 6, which means that Kn = /Lv = 3.9 for Runs 4 and 5 and Kn = 2.1 for Run 6. These 478 

conditions do not correspond to collisionless flow, but the number of collisions was still 479 

small. In Runs 4 and 5 only every fourth particle and in Run 6 every second particle 480 

underwent a collision in the vapour phase. The number of time steps M was 100,000 for Run 481 

4, and 75,000 for Runs 5 and 6. Comparing the results from Runs 4 to 6 in Table 1, it can be 482 

seen again that the drift velocities in the liquid 
D

lez
v

,  and the density in the vapour ve  exhibit a 483 

stronger scatter.  484 
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Profiles for the density (z), the temperatures Txy(z) and Tz(z) and for the drift velocity 485 

D

z
v (z) from Run 6 are shown in Fig. 6. The corresponding profiles for Run 4 are given in Fig. 486 

S2 of the Supplementary Material. Considering the results in Table 1 and Fig. 6, a similar 487 

behaviour was found for the density as in the low temperature case with a somewhat broader 488 

interfacial width w = 2.1 and an average value of ev which is 16% lower than +H
.
  

489 

 More interesting are the temperature profiles for Txy and Tz, which decrease already 490 

slightly in the liquid, stronger in the interface and at the beginning of the vapour and continue 491 

to decrease in the bulk of the vapour. Considering the averaged vapour temperatures from 492 

Runs 4 and 5 in comparison with the Hertz values being T
+H

 = 0.67, 
H

xy
T


 = 0.85 and H

z
T

  = 493 

0.30, it can be seen that Tve is lower by 7%, Txy,ve is lower by 13% and Tz,ve is higher by 28%. 494 

The fact that the temperature Txy,ve averaged from Runs 4 and 5 is 10% higher than that from 495 

Run 6 and that Tz,ve from Runs 4 and 5 is 13% lower than that from Run 6 is an effect of the 496 

larger number of collisions due to the longer vapour volume Lv in Run 6.  497 

The particle fluxes E

z
j  and D

z
j  are all around 0.31, with the exception of D

z
j  from Run 6 498 

which is lower due to ve. In Run 6, the particle flux D

z
j  was separated into jz

+ 
 and jz


 and the 499 

rescaled results for 

z
J and 

z
J  are shown in Fig. S3 of the Supplementary Material. These 500 

were found in the vapour at the distance z = 15 to be Jz
+
 = 2.0 and Jz 


 = 0.07, i.e. 3.5 % of the 501 

evaporated particles were backscattered, which is the same result as in the low temperature 502 

case. From the particle flux E

z
j  of Runs 4 and 5, the evaporation coefficient  = 0.865 can be 503 

calculated.  504 

At T1 = 0.85 the NEMD values for the vapour deviate much stronger from the Hertz 505 

assumption, where in particular the evaporation coefficient  = 0.86 is definitely lower than 506 
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unity. The decrease of  cannot be explained by the backflux, because it amounts only 3.5 %, 507 

which would raise  to about 0.90. A potential explanation for the deviations between the 508 

NEMD data from Hertz theory can be based on the energy required for evaporation, which is 509 

supplied as heat and henceforth called heat of evaporation. Hertz made his assumptions for 510 

low temperatures and thus low vapour pressures, which means small particle fluxes. For that 511 

case he could implicitly assume that the heat of evaporation is supplied from the bulk of the 512 

liquid without significant changes of its properties up to the surface. This assumption is 513 

justified as long as the particle flux is small, which was in essence confirmed by the present 514 

study for low temperature evaporation. At the medium temperature, however, where the 515 

particle flux is larger, more energy has to be transported to the surface to supply the required 516 

heat of evaporation. This can be done according to Fourier’s law for heat conduction qz = -H 517 

dT/dz (with H being the thermal conductivity) by a decrease of the temperature approaching 518 

the interface. This implies that the particles evaporate from an interface with a temperature 519 

which is lower than the bulk liquid temperature T1 and hence the original assumptions of 520 

Hertz do not hold any more. This trend should become more apparent for higher temperatures 521 

as discussed below. 522 

Moreover, Fig. 7 shows contracted velocity distribution functions z
f̂  in the liquid and the 523 

vapour sampled either directly from the NEMD simulations or obtained as Maxwellians 524 

according to Eq. (7) with temperatures and drift velocities in the liquid and the vapour from 525 

Table 1. In the liquid, the directly sampled values match very well with the Maxwellian. In 526 

the vapour, some scattering of the directly sampled values with a shift of the maximum to 527 

lower velocities than in the Maxwellian was observed. 528 
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4.3. Evaporation at high temperature  529 

The high temperature T1 = 1.10 is equivalent to T1/Tc= 0.840. For methane at 0.840Tc = 530 

160.07 K, the vapour pressure is 16.0 bar, which is a rather high evaporation pressure.  531 

At T1 = 1.10, Runs 7 and 8 were carried out with Lz = 48.3 and Run 9 with Lz = 81.6. 532 

Hence, the length of the vapour phase was Lv = 14 for Runs 7 and 8, whereas Lv = 31 for Run 533 

9, cf. Table 1. The mean free path  in the vapour varied from 11.5 for Runs 7 and 8 to 15 for 534 

Run 9, which means that Kn = /Lv = 0.82 for Runs 7 and 8 and Kn = 0.49 for Run 9. In other 535 

words, in Runs 7 and 8 each particle underwent on average one collision in the vapour phase, 536 

while in Run 9 two collisions occured on average. The number of sampled NEMD time steps 537 

M was 50,000 for Runs 7 and 8 and 30,000 for Run 9. Longer runs were not thought to be 538 

necessary because of the comparatively high vapour density. 539 

Profiles for the density (z), the temperatures Txy(z) and Tz(z) and for the drift velocity 540 

D

z
v (z) from Run 9 are shown in Fig. 8. The corresponding profiles from Run 7 are given in 541 

Fig. S4 of the Supplementary Material. For the vapour it is known from kinetic theory [8] that 542 

due to collisions 1) the temperature and the density vary over distance z for a given vapour 543 

volume length Lv and 2) the flow pattern changes with increasing length Lv. 544 

From Fig. 8 in combination with Table 1, it can be noted that the density (z) in case of 545 

evaporation starts in the liquid from a 2% lower value than the saturated liquid density ´, but 546 

then increases to a maximum which is 2% higher than ´. The same effect was also found in 547 

Refs. [19-22] at the corresponding temperatures and it might be caused by the recoil of the 548 

strong evaporation flux. The density in the vapour ve decreases to 37% of the saturated 549 

vapour density ´´ for Runs 7 and 8 and to 28% for Run 9. For the latter, the interfacial width 550 



 

 

27 

was found to be w = 3.1. Except for the small maximum on the liquid side and the decrease of 551 

the vapour density ve, the density profile (z) did not change much in the interface even 552 

during strong evaporation as can be seen from Fig. 9, where the density profiles for 553 

equilibrium conditions and steady state evaporation into vacuum are compared.  554 

The temperature profiles Txy and Tz shown in Fig. 8 start to decrease already in the liquid. 555 

The temperature Txy shows a tendency towards a linear decrease, whereas for Tz the steepest 556 

slope starts at the end of the interface. The decrease of the temperatures in the liquid and in 557 

the interface can again be explained by the heat transport required for supplying the heat of 558 

evaporation. The further decrease of the temperature in the vapour is in agreement with 559 

kinetic theory [8] and is thought to be coupled to the increase of the drift velocity 
D

vez
v

,  with 560 

increasing z. For Run 9 the “bulk” drift velocity is 
D

vez
v

, = 0.84 and raises up to 
D

vez
v

max,, = 0.96, 561 

cf. Fig. 8. Hence, the ratio of the maximum drift velocity to the sound velocity was 
D

vez
v

max,, /c 562 

= 0.91.  563 

Considering the results for the particle fluxes E

z
j  and D

z
j  from the Runs 7 to 9 given in 564 

Table 1, it can be seen that they agree well with each other. Taking the average value E

z
j  = 565 

0.0125 of the shorter Runs 7 and 8 and the Hertz flux H

z
j
  = 0.02251, an evaporation 566 

coefficient  = 0.555 was obtained. In Run 9, the particle flux D

z
j  was separated into jz

+
 and 567 

jz
 

 and the rescaled fluxes 

z
J and 

z
J  are shown in Fig. 10. It was found that the backflux jz

 
568 

amounts 5.2% of D

z
j , which would raise the evaporation coefficient  from 0.555 to 0.583.  569 

The kinetic heat flux in the liquid for the high temperature was calculated according to Eq. 570 

(27). This calculation is not very accurate, because it requires third moments for which the 571 
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NEMD simulations gave 
zx

vv
2  = 0.0384, zy

vv
2 = 0.0373 and 3

z
v = 0.106. Therefrom, the 572 

kinetic heat flux was obtained as q = 0.043. On the other hand, if the heat flux qe is calculated 573 

on the basis of the enthalpy of evaporation hv = 4.7 [35] and the particle flux E

z
j  = 0.0125 574 

according to  575 

                                                     qe = jz hv,                                                                                                     (30) 576 

qe = 0.059 is obtained. Hence, the heat flux q is 27% lower than the heat flux qe, which is a 577 

reasonable agreement in view of the simulation uncertainties. 578 

Finally, contracted velocity distribution functions z
f̂  in the liquid and the vapour are 579 

shown in Fig. 11. Here, even in the vapour only a small scatter of the directly sampled values 580 

around the Maxwellian distribution was observed. 581 

5. Evaporation coefficient 582 

A compilation of simulation based evaporation coefficients  as a function of the reduced 583 

temperature Tl/Tc was given by Xie et al. in Fig. 10 of Ref. [13]. Results are shown for argon, 584 

methanol, water and n-dodecane from different authors who used different methodologies. 585 

These results differ at a given reduced temperature T/Tc by up to 100%. The conclusion in 586 

Ref. [13] is that “in all cases the condensation coefficient decreases when the liquid 587 

temperature increases”. A detailed discussion of these results, however, was not given there. 588 

We believe that the evaporation coefficient  depends like the thermodynamic equilibrium 589 

and transport properties on the intermolecular and also to some extent on the intramolecular 590 

interactions. This view is supported by some impressions from Fig. 10 of Xie et al. [13]:  i) 591 

The results for n-dodecane are close to those of argon, ii) the results for methanol are the 592 

lowest. Hence, one may raise the hypotheses that inelastic collisions play a minor role and the 593 
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dipole moment plays a larger role for the evaporation coefficient. The latter effect may be 594 

caused by the orientational behaviour of the dipolar molecules found in the liquid-vapour 595 

interface [58, 59].  596 

Our aim was to work out the temperature dependence of the evaporation coefficient  in 597 

more detail. For that purpose, we compare the results for LJ type fluids from this work, from 598 

Anisimov et al. [19], from Ishiyama et al. [20] and from Tsuruta et al. [15] in Fig. 12, which 599 

shows  as function of T/Tc. Whilst in the first three sources NEMD simulations were made 600 

for evaporation into vacuum, Tsuruta et al. determined  via equilibrium simulations. 601 

We defined  in Eq. (29) by  = E

z
j / H

z
j
  and presented the results for the full LJ fluid in 602 

Table 1. It can be seen that the results from different NEMD runs for the same thermostat 603 

temperature T1 differ slightly. Hence, we determined average values and statistical 604 

uncertainties runs, being runs = 0.005 for T1 = 0.70 (T1/Tc = 0.534), runs = 0.005 for T1 = 0.85 605 

(T1/Tc = 0.649) and runs = 0.025 for T1 = 1.10 (T1/Tc = 0.840). Moreover, it was estimated 606 

above that the maximum upward correction due to the backflux is 3.5% for the two lower 607 

temperatures and 5.2% for T1 = 1.10. Hence, the values for the evaporation coefficient (with 608 

upper and lower error limits given in brackets) are  = 1.005 (1.00, 1.04) at T1 = T1/Tc = 609 

0.534,  = 0.865 (0.86, 0.90) at T1/Tc = 0.649 and  = 0.555 (0.53, 0.61) at T1/Tc = 0.840.  610 

Anisimov et al. [19] considered the LJ3.5 fluid and found for the critical temperature 611 

TcLJ3.5 = 1.21. It can be seen from Fig. 12 that their results match reasonably well with the 612 

present data for high temperatures. This agreement, however, becomes worse with decreasing 613 

temperature. In the temperature range T/Tc between 0.615 and 0.695, the  values of 614 

Anisimov et al. [19] scatter around  = 0.75, whereas we obtained  = 0.86 at T/Tc = 0.649. 615 
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As the saturated vapour density ’’ enters directly into the Hertz flux H

z
j
 , we have compared 616 

the ’’LJ3.5 results from Ref. [19] with the ’’LJ values from the correlation equation for the LJ 617 

fluid [35]. For the six temperatures kBT/ = 0.752, 0.891, 0.842, 0.900, 0.900 and 1.00 we 618 

found for the deviations (’’LJ3.5/’’LJ  - 1) the following values: 0.69, 0.57, 0.62, 0.49, 0.33 619 

and 0.46. Of course, the saturated vapour densities of the LJ3.5 fluid have to be higher than 620 

those of the LJ fluid according to the explanations in Sec. 1, but this sequence of deviations 621 

indicates a strong scatter of the saturated vapour densities which propagates into the 622 

evaporation coefficient .   623 

Ishiyama et al. [20] considered the LJ4.4 fluid in the temperature range T/Tc between 624 

0.568 and 0.897. From Fig. 12, it can be seen that their results lie on a smooth curve and are 625 

10% lower at our highest temperature and 13% lower than ours at their lowest temperature. A 626 

comparison of their saturated vapour densities at the six temperatures kBT/  = 0.7095, 0.7513, 627 

0.8347, 0.9182, 1.0017 and 1.0851 with the ’’LJ  values from the correlation equation for the 628 

LJ fluid [35] gives deviations (’’LJ4.4/’’LJ  - 1) of  0.25, 0.26, 0.21, 0.24, 0.22 and 0.22. This 629 

comparison is satisfying as the increase of ’’ had to be expected and the scattering of the 630 

deviation is very small over that large temperature range. The remaining question is about the 631 

differences in  of 10 % to 13 % between the Ishiyama et al. results and ours. Of course, these 632 

could be due to simulation uncertainties, but because these deviations are systematic this 633 

explanation is less likely. A possible explanation could be that the potential cut-off has a 634 

stronger effect on increasing the saturated vapour density than on increasing the evaporation 635 

flux.          636 

In the work of Tsuruta et al. [15], test particles were injected from the vapour side onto the 637 

interface region under equilibrium for an LJ3.5 fluid. This method does not depend so much 638 
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on the saturated vapour density but rather on the statistics of particle trajectories. The results 639 

shown in Fig. 12 were obtained from Eq. (2) in combination with Table 1 of Ref. [15]. In 640 

order to obtain the reduced temperature we adopted /kB = 119.8 K from Ref. [15] and 641 

assumed the critical temperature of the LJ3.5 fluid to be TcLJ3.5 = 1.21 according to Anisimov 642 

et al. [19]. Ignoring the outlying data point at T/Tc = 0.62 (T = 90 K), there is a surprisingly 643 

good agreement with the present results. At the lowest temperature T/Tc = 0.58 (T = 84 K) the 644 

deviation is only (Tsuruta /Lotfi  -1) =  -0.06, whilst at the highest temperature T/Tc = 0.90  (T = 645 

130 K) the deviation is +0.11.  646 

For practical applications, it would be helpful to have a method for estimating the 647 

evaporation coefficient. Anisimov et al. [19] obtained a value of   0.80 in case that H

z
j
  648 

was calculated for the temperature TKn of the dividing surface where the evaporation begins, 649 

i.e. where the drift velocity 
D

vez
v

,  becomes nonzero and where the kinetic temperatures Txy,ve 650 

and Tz,ve start to diverge. The practical problem then is to determine TKn. In our understanding 651 

TKn can only be determined if the temperature and the density profile are known over the 652 

whole range of the interface, which seems to be equally or even more complicated than to 653 

determine  directly.  Hołyst and Litniewski [21] suggested the calculation of the particle flux 654 

via the pseudo-temperature Tout, which is determined from the average kinetic energy in the 655 

vapour flux. To our opinion, this is also not a very practical method, because Tout has to be 656 

measured [21]. 657 

Instead, we suggest a simple correlation for the evaporation coefficient  as a function of 658 

the reduced temperature T/Tc, which is based on the present NEMD results. As we have 659 

shown that for the low temperature T/Tc = 0.534, the assumptions of Hertz for the vapour 660 

density , the total kinetic temperature T and the particle flux j are confirmed by NEMD 661 
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simulations, we specify for the lower temperature range  = 1. For higher temperatures we 662 

assume a straight line  = a + b(T/Tc) based on  = 0.865 at T/Tc = 0.649 and  = 0.555 at 663 

T/Tc = 0.840. The transition from the lower to the higher temperature range should occur at 664 

the intersection point of the two straight lines. Hence we obtain the correlation   665 

           = 1,                                              for T/Tc  0.5659,                                            (31a) 666 

           = 1.9184 – 1.6230 (T/Tc),            for T/Tc  0.5659,                                           (31b) 667 

which is shown in Fig. 12.  668 

6. Summary and Conclusions 669 

The present paper describes an investigation of steady state evaporation from a planar 670 

liquid surface into vacuum by non-equilibrium molecular dynamics simulations of a fluid 671 

with full LJ interactions. Studies were made for the reduced liquid temperatures T/Tc = 0.53, 672 

0.65 and 0.84. The reduced temperature T/TcLJ = 0.53 corresponds to a vapour pressure of 673 

0.41 bar for methane and is the lowest temperature that was studied for a LJ type fluid so far. 674 

Results were given for the profiles of the density (z), the kinetic temperature T(z) and its 675 

components Txy(z) and Tz(z), the drift velocity )(zv
D

z  as well as for the total particle flux jz 676 

calculated in two different ways. Further, the outgoing and incoming particle fluxes were 677 

separated, at the high temperature the kinetic heat flux was calculated, and comparisons with 678 

kinetic theory were made. Moreover, velocity distribution functions were shown. From the 679 

total particle flux jz, the evaporation coefficient  was calculated and its statistical uncertainty 680 

estimated.  681 

It was found for all temperatures that the density profile does not change significantly in 682 

the liquid and in the interface in comparison with that under equilibrium conditions. 683 
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At the low temperature, the vapour density, the vapour temperature and the particle flux 684 

obtained from the NEMD simulations agree very well with the values obtained from the 685 

assumption of Hertz that the outgoing velocity distribution function is a half-sided 686 

Maxwellian with the bulk liquid temperature T1 and the saturated vapour density ´´. This 687 

implies that the evaporation coefficient  = 1 was confirmed. Only the kinetic temperature 688 

components Txy and Tz showed a tendency to reduce their difference compared to the Hertz 689 

values. 690 

For the medium and high temperatures, the kinetic temperatures decrease slightly already 691 

in the liquid and stronger in the interface, which causes a lower particle flux than assumed by 692 

Hertz and hence  decreases with the temperature. Our hypothesis is that the Hertz 693 

assumption does not take into account the larger flux of heat of evaporation, which is required 694 

for the higher particle fluxes at higher temperatures. According to Fourier’s law for heat 695 

conduction, however, more heat can be transported to the surface by a decrease of the 696 

temperature in approaching the surface. This implies that the particles evaporate from an 697 

interface with a lower temperature than the bulk liquid temperature. It is conjectured that a 698 

deeper understanding of this behaviour can be obtained by using a kinetic theory of fluids 699 

based on the Bogoliubov–Born–Green–Kirkwood–Yvon hierarchy as outlined in Ref. [17] or 700 

by using non-equilibrium density functional theory [57]. 701 

 Finally, a simple correlation was given to estimate  as a function of the reduced 702 

temperature T/Tc. One should be aware that this correlation was derived for the fluid with  full 703 

LJ interactions which is generally considered as a reference fluid. According to the discussion 704 

in Sec. 5 we expect, however, modifications of this correlation for other intermolecular 705 
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interactions. A systematic investigation of these modifications remains a challenging task for 706 

the future.   707 
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Figures 871 

Fig. 1. 872 

                                                                                                                                                             873 

 874 

  875 

Fig 1.: Contracted half-sided Maxwellian distribution functions which are usually assumed in 876 

kinetic theory as boundary conditions for evaporation from a planar liquid surface.  877 

 878 

 879 

 880 

Fig. 2. 881 

 882 

 883 

Fig 2.: Schematic representation of the simulation volume with the liquid slab in the middle 884 

(hatched). In the volume with a width of 4 in the centre of the liquid marked in black, the 885 

temperature T1 was kept constant by momentum scaling. The horizontal arrows represent the 886 

evaporated particles which were removed if they crossed the virtual planes on the left or the 887 

right side and were reinserted in the centre of the liquid, as indicated by the vertical arrow.  888 
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Fig. 3. 889 

 890 

Fig. 3.: Evaporation into vacuum at T1 = 0.70. NEMD profiles for the density , the 891 

temperature    components Txy and Tz and the drift velocity D

z
v  up to z = Lz/2 from Run 3.   892 
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Fig. 4. 893 

 894 
 895 

Fig. 4.: Evaporation into vacuum at T1 = 0.70. NEMD profiles for the density   as well as for 896 

the scaled outgoing and incoming particle fluxes 

z
J  and 

z
J  from Run 3. The scaling was 897 

made with respect to the Hertz flux at the local density (z) and the temperature T1 according 898 

to 

z
J = 



z
j /[(z)(T1/2)].       899 
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Fig. 5. 900 

 901 

Fig. 5.: Contracted velocity distribution functions z
f̂ for evaporation into vacuum at T1 = 0.70. 902 

The crosses  denote data that were directly sampled by NEMD in the liquid, the diamonds  903 

denote data that were directly sampled in the vapour. The solid curves are Maxwellians 904 

according to Eq. (7) with temperatures and drift velocities for the liquid and the vapour as 905 

given in Table 1.  906 
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Fig. 6. 915 

 916 

Fig 6: Evaporation into vacuum at T1 = 0.85. NEMD profiles for the density , the 917 

temperature    components Txy and Tz and the drift velocity D

z
v  up to z = Lz/2 from Run 6.   918 
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Fig. 7.   919 

 920 

Fig. 7.: Contracted velocity distribution functions
z

f̂ for evaporation into vacuum at T1 = 0.85. 921 

The crosses  denote data that were directly sampled by NEMD in the liquid, the diamonds  922 

denote data that were directly sampled in the vapour. The solid curves are Maxwellians 923 

according to Eq. (7) with temperatures and drift velocities for the liquid and the vapour as 924 

given in Table 1.  925 
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Fig. 8.   936 

 937 

Fig 8: Evaporation into vacuum at T1 = 1.10. NEMD profiles for the density , the 938 

temperature    components Txy and Tz and the drift velocity D

z
v  up to z = Lz/2 from Run 9.   939 
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 941 

 942 
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Fig. 9. 943 

 944 

 945 

Fig. 9.: Density profiles (z) for equilibrium conditions and for steady state evaporation into 946 

vacuum at T1 = 1.10. The profile with the weak maximum in the liquid and the lower vapour 947 

density is for evaporation from Run 7 and has been centred at the Gibbs dividing surface.  948 

 949 

 950 
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 953 

 954 

 955 

 956 

 957 

 958 

 959 
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 961 

 962 
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Fig. 10 964 

 965 

Fig. 10.: Evaporation into vacuum at T1 = 1.10. NEMD profiles for the density   as well as 966 

for the scaled outgoing and incoming particle fluxes 

z
J  and 

z
J  from Run 9. The scaling was 967 

made with respect to the Hertz flux at the local density (z) and the temperature T1 according 968 

to 

z
J = 

z
j /[(z)(T1/2)].                 969 

 970 

 971 

 972 
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Fig. 11  973 

 974 

Fig 11: Contracted velocity distribution functions z
f̂ for evaporation into vacuum at T1 = 1.10. 975 

The crosses  denote data that were directly sampled by NEMD in the liquid, the diamonds  976 

denote data that were directly sampled in the vapour. The solid curves are Maxwellians 977 

according to Eq. (7) with temperatures and drift velocities for the liquid and the vapour as 978 

given in Table 1.  979 

                           980 

 981 

 982 
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 984 
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 988 

 989 
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Fig. 12 990 

 991 

 992 

 993 
 994 

Fig 12: Evaporation coefficients  as a function of the reduced temperature T/Tc from the 995 

present NEMD simulations for full LJ  with uncertainties, from the correlation Eq. (31) 996 

, from the NEMD simulations for LJ3.5 of Anisimov et al. [19] , from the 997 

NEMD simulations for LJ4.4 of Ishiyama et al. [20]  with a guide for the eye - - - , and from 998 

the injection into equilibrium simulations for LJ3.5 of Tsuruta et al. [15] .  999 

 1000 

 1001 

 1002 

 1003 

 1004 

 1005 

 1006 

 1007 

 1008 



 

 

52 

Table 1: Parameters, auxiliary data and key results for nine NEMD runs for steady state 1009 

evaporation into vacuum at the three temperatures T = 0.70, 0.85 and 1.10. The parameters are 1010 

T1, Lz, Lx and M. The auxiliary parameters are ´,  ´´, , H

z
j
  and c. The simulation results 1011 

for temperature, density and drift velocity in the liquid are Tle, le, 
D

lez
v

,  and in the vapour Tve, 1012 

Txy,ve, Tz,ve, ve, 
D

vez
v

, . The particle fluxes E

z
j  and D

z
j were obtained from Eqs. (22) and (23). 1013 

Derived quantities are , Kn and . 1014 

 Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 Run 7 Run 8 Run 9 

Tl 0.70 0.70 0.70 0.85 0.85 0.85 1.10 1.10 1.10 

Lz 46.2 46.2 77.2 47.3 47.3 78.8 48.3 48.3 81.6 

Lx 10.3 10.3 10.3 10.5 10.5 10.5 10.7 10.7 10.7 

M 100,000 120,000 150,000 100,000 75,000 75,000 50,000 50,000 30,000 

Tle 0.70 0.70 0.70 0.85 0.84 0.85 1.09 1.08 1.09 

´  0.8426 0.8426 0.8426 0.7763 0.7763 0.7763 0.6410 0.6410 0.6410 

le  0.836 0.836 0.836 0.769 0.771 0.769 0.625 0.627 0.625 

D

lez
v

,  0.0008 0.0009 0.0004 0.003 0.002 0.001 0.018 0.016 0.008 

Tve 0.53 0.53 0.55 0.63 0.61 0.59 0.73 0.70 0.67 

Txy,ve 0.65 0.64 0.67 0.76 0.72 0.67 0.80 0.74 0.70 

Tz,ve  0.29 0.31 0.30 0.39 0.38 0.44 0.59 0.63 0.60 

´´  0.00207 0.00207 0.00207 0.00966 0.00966 0.00966 0.05381 0.05381 0.05381 

ve  0.0010 0.0010 0.0013 0.0041 0.0044 0.0036 0.019 0.021 0.015 

 225 225 173 55 51 63 12 11 15 

Kn 17 17 6.0 3.9 3.9 2.1 0.81 0.81 0.49 

D

vez
v

,  0.67 0.71 0.64 0.75 0.72 0.76 0.66 0.59 0.84 

E

z
j  0.00069 0.00070  0.0030 0.0031  0.013 0.012  

D

z
j  0.00068 0.00070 0.00083 0.0031 0.0031 0.0027 0.012 0.012 0.013 

H

z
j
  0.00069 0.00069 0.00069 0.00355 0.00355 0.00355 0.02251 0.02251 0.02251 

 1.00 1.01  0.86 0.87  0.58 0.53  

c 0.94 0.94 0.96 1.02 1.01 0.99 1.10 1.08 1.06 
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Supplementary Figures to Section 4.1.: Evaporation at low temperature  

 

Fig. S1 

 

 
Fig. S1: Evaporation into vacuum at T1 = 0.70. NEMD profiles for the density , the temperature      

components Txy and Tz and the drift velocity 
D

z
v up to z = Lz/2 from Run 1.   

 



 

Supplementary Figures to Section 4.2.: Evaporation at medium temperature  

Fig. S2 

 

Fig. S2:  Evaporation into vacuum at T1 = 0.85. NEMD profiles for the density , the temperature    

components Txy and Tz and the drift velocity 
D

z
v up to z = Lz/2 from Run 4.   



 

Fig. S3 

             

Fig. S3:  Evaporation into vacuum at T1 = 0.85. NEMD profiles for the density   as well as for the 

scaled outgoing and incoming particle fluxes 


z
J  and 



z
J  from Run 6. The scaling was 

made with respect to the Hertz flux at the local density (z) and the temperature T1 

according to 


z
J  = 



z
j /[(z)(T1/2)].            

 

 

 



Supplementary Figures to Section 4.3.: Evaporation at high temperature  

Fig. S4 

 
 

Fig. S4:  Evaporation into vacuum at T1 = 1.10. NEMD profiles for the density , the temperature    

components Txy and Tz and the drift velocity 
D

z
v up to z = Lz/2 from Run 7.   

 

 

 



Fig. S5 

 

 
 

Fig. S5: Contracted Maxwellian distribution functions z
f̂ according to Eq. (7) for steady state 

evaporation into vacuum at T1 = 1.10 for different spatial regions shown in the upper part. 

The temperatures and drift velocities were taken as simulation averages of these regions.                


