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Abstract

A pseudo-ensemble, the Mollier ensemble, is proposed for the dew

point calculation of humid air systems. This approach combines features

of the isobaric-isothermal (NpT ) ensemble and the grand-canonical (�V T )

ensemble. The molecular model for dry air is taken from previous work

and compared to experimental data as well as to two recommended refer-

ence quality equations of state regarding vapor-liquid equilibria, thermal,

and caloric properties. An excellent agreement is found for temperatures

up to 1000 ∘C and pressures up to 200 MPa. For water, two different
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molecular models are considered, the popular TIP4P model from the lit-

erature and an optimized version that better describes the vapor pressure.

Both water models are used in combination with the molecular dry air

model to predict the compressed gas density as well as the dew point of

humid air at 60 and 80 ∘C for elevated pressures up to 25 MPa. The results

are in very good agreement with experimental data from the literature.

Keywords: Molecular simulation; Mollier ensemble; dew point; compressed

humid air; dry air model

1 Introduction

Thermophysical fluid property modeling is crucial for the design and optimiza-

tion of many technical processes in power generation and process engineering.

Knowledge on thermodynamic data of compressed humid air and other com-

pressed humid gases are needed for technical applications, e.g., humid gas tur-

bine, compressed air energy storage, or carbon dioxide separation and seques-

tration, while only little experimental data is available [1]. Of special interest is

the dew point of compressed humid air, where significant deviations from ideal

gas properties are reported in the literature [2, 3, 4, 5, 6, 7]. Molecular model-

ing and simulation opens new perspectives in the prediction of thermophysical

properties, since molecular models are able to closely and consistently mimic

structure, dynamics, and energetics in fluids and are thus superior to classical

phenomenological approaches. As a consequence, molecular models are well

suited, e.g., for predictions of thermodynamic properties of humid air.

The dew point of humid air is often characterized by the partial pressure

of water pW = xW ⋅ p in the compressed gas at saturation, where xW is the

water mole fraction. The water content of humid air increases at constant

temperature progressively with total pressure p due to an increasing influence

of the intermolecular interactions in the gas phase and due to the compression of

the liquid phase. This effect can be described by the vapor pressure enhancement
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factor

fW(T, p) =
pW
p0W

, (1)

which is the ratio of the partial pressure of water pW to the vapor pressure of

pure water p0W at the same temperature T . The vapor pressure enhancement

factor fW is measured via the mole fraction xW of water in the saturated gas

phase either by gas-chromatography or gravimetrically after expansion. Data

for fW is very sensitive to experimental errors and uncertainties in the determi-

nation of the mole fraction so that fW data from gas-chromatography is often

inconsistent. The gravimetric method is more suitable but very elaborate [8].

The dew point of compressed humid gases can also be described in terms of

the vapor concentration enhancement factor [6, 7]

gW(T, p) =
cW
c0W

, (2)

which is the ratio of the water concentration cW = xW ⋅� in the saturated humid

gas to the saturated vapor density of pure water c0W. The water concentration

cW can directly be measured by spectrometry. This was recently used by one of

us, cf. Koglbauer and Wendland [7, 9], who developed a new method to measure

gW by FTIR spectrometry. This method yields consistent data over a wide

range of temperature and pressure. Data on gW of compressed humid air [7],

humid nitrogen, humid argon, and humid carbon dioxide [9] agree qualitatively

well with literature data on fW as far as available. However, a quantitative

comparison relies on gas densities that are needed for the conversion between

both enhancement factors. They are related by [6, 7]

gW = fW
Z0
W

Z
, (3)

where Z and Z0
W are the compressibility factors of saturated humid gas and

pure water vapor, respectively.
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The vapor pressure enhancement factor can be calculated from an equation

of state (EOS) via an extension of Raoult’s law [8]

fW(T, p) =
�0
W

�W

exp

(

∫ p

p0

W

vW
kT

dp

)

(1− xG) . (4)

The first term considers the gas phase non-ideality via the fugacity of pure sat-

urated water vapor �0
W and the fugacity of water at the dew point of humid air

�W which are usually determined from virial EOS. The second and third terms

are due to the liquid phase. The Poynting correction considers the isother-

mal compressibility of pure liquid water and the expression (1 − xG) is due to

the gas mole fraction xG in aqueous solution. The isothermal compressibility

contributes considerably to fW, while the gas solubility has a very small effect.

A comparison of the experimental gW data for humid air by Koglbauer and

Wendland [7] with values by Wiley and Fisher [6], calculated by a virial EOS

model fitted to the experimental fW data, shows some deviations at elevated

pressures which will be discussed subsequently. Also recent humid air density

data deviates from virial EOS models [1, 10]. The suitability of virial EOS for the

dew point of highly compressed humid gases has been contested elsewhere [8] and

the application of empirical multi-parameter equations of state was suggested.

But these need a large and reliable data base for their development which is not

available yet.

It can be concluded that it is important to gain insight in the behavior of

compressed humid air and to determine additional thermodynamic data from

an independent source such as molecular simulation for comparison with exper-

imental results and for the development of new models. Molecular simulation

may simultaneously yield consistent data on fW, gW, saturated gas density, etc.

The present paper is organized in two parts. Firstly, a molecular model

for dry air, proposed in earlier work [11, 12], is assessed regarding thermal

and caloric properties, i.e. density and internal energy, for temperatures up to

1000 ∘C and pressures up to 200 MPa. The simulation results are compared
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to two reference EOS recommended by the National Institute of Standards and

Technology.

In the second part, the dry air molecular model is combined with two dif-

ferent water models for the simulation of humid air. In addition to predictions

of the density, dew point data of humid air are presented which were calculated

by simulation using a new pseudo-ensemble. The simulation data is compared

to experimental data and a conclusion is drawn. Finally, simulation details are

given in the Appendix.

2 Dry air simulations

For the leading three dry air components nitrogen, oxygen, and argon, molec-

ular models from previous work [13] were used. These models are based on

the two-center Lennard-Jones plus quadrupole (2CLJQ) pair potential that has

successfully been applied for the prediction of numerous binary and ternary

vapor-liquid equilibria [11, 14, 15, 16, 17], the Joule-Thomson inversion curve

of pure substances, natural gas mixtures, and air [12, 18] as well as transport

properties [19, 20]. Due to their accuracy and numerical efficiency they have

been used by other groups as well, e.g. regarding adsoption [21, 22] or fluid

behavior inside carbon nanotubes [23, 24].

The interaction energy uij between two 2CLJQ molecular models writes as

uij =

2
∑

a=1

2
∑

b=1

4"ij

[

(

�ij

rijab

)12

−

(

�ij

rijab

)6
]

+
QiQj

4��0r5ij
f(!i,!j) , (5)

where "ij and �ij are the energy and size parameter of the Lennard-Jones poten-

tial, respectively. rijab denotes the site-site distance between molecules i and j.

Qx is the quadrupole moment located in the center of mass of molecule x, while

�0 is the permittivity of vacuum, and rij the center of mass distance. Finally,

f(!i,!j) describes the dependency of the quadrupolar interaction on the ori-

entations !x, cf. [25]. The four (in case of argon two) state-independent pure

5



substance parameters have been adjusted in prior work [13] to experimental

vapor pressure and saturated liquid density, cf. Table 1.

In case of mixtures, the parameters of the unlike Lennard-Jones interactions

are determined by the modified Lorentz-Berthelot rule

�ij =
�ii + �jj

2
, (6)

and

"ij = � ⋅
√
"ii"jj , (7)

where �xx and "xx are the Lennard-Jones interaction parameters of the pure

substances molecular models. � is a state-independent binary parameter which

has been adjusted to a single binary vapor pressure of each binary subsystem.

This approach was found to be superior to numerous combining rules from the

literature [26].

The three binary interaction parameters for the dry air model were taken

from prior work [11] on vapor-liquid equilibria of the binary subsystems, cf.

Table 2. No further optimizations were made in the present work, thus all

mixture data presented here are strictly predictive.

To predict the vapor-liquid equilibrium (VLE) by simulation for that ternary

system, the Grand Equilibrium method was applied [27]. Technical details are

given in the Appendix. Figure 1 shows the VLE simulation results in comparison

to experimental data [28] and the results of the recent GERG-2004 EOS [29].

The simulation results are in excellent agreement with the experimental data.

The GERG-2004 EOS deviates by about 3 to 4 mole % from the experimental

and simulation data sets on both the bubble and the dew line towards the

nitrogen-rich region which is somewhat more than the estimated uncertainty

stated in [29].

The term ”dry air” is used in the following for that ternary mixture at

the composition found in nature: xN2 = 0.781438 mol/mol, xO2 = 0.209540
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mol/mol, and xAr = 0.009022 mol/mol [7, 10], cf. Appendix. Figures 2 to

5 show simulation results for the density � and the residual internal energy

ures = u(T, p)−u(T, p → 0) for dry air along isotherms and isobars, respectively,

cf. Tables 3 and 4. Covering state points over a wide range, reaching up to

1000 ∘C and 200 MPa, the simulation results were compared to two EOS of

reference quality, i.e. the GERG-2004 EOS [29] and the EOS by Lemmon et

al. [30]. An excellent agreement between simulation and both EOS was found.

Deviations to the GERG-2004 EOS are below 1.2% for the density and below

6% for the residual internal energy in all cases. The largest deviations for the

residual internal energy were found at 1000 ∘C, where the two considered EOS

deviate by up to 10% from each other. Present simulation results lie in between,

however, they rather follow the trend of the EOS by Lemmon et al. [30] which

was specifically developed for dry air.

3 Humid air simulations

3.1 Mollier ensemble

A pseudo-ensemble is proposed for the direct determination of the dew point of

compressed humid air by molecular simulation. This approach, we would like

to name it Mollier ensemble, combines features from the broadly used isobaric-

isothermal (NpT ) and grand-canonical (�V T ) ensembles [31]. During simu-

lation, the saturated gas phase is sampled at a specified temperature T and

a specified total pressure p. Also specifying the number of dry air molecules,

i.e. keeping the number of nitrogen, oxygen, and argon molecules constant,

the water content is varied to achieve chemical equilibrium with the aqueous

liquid phase. The Mollier ensemble has similarities with the “osmotic” pseudo-

ensemble proposed by Escobedo [32, 33] which is based on earlier work of Mehta

and Kofke [34]. In contrast to these works, the two phases in equilibrium are

not simulated simultaneously, but subsequently which resembles the approach

followed in the Grand Equilibrium method [27].
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The fluid phase coexistence of the mixture water + air around ambient

conditions is a typical example for gas solubility. The Henry’s law constants

of the three gaseous components in pure water at 80 ∘C are: HN2 ≈ 10.5

GPa, HO2 ≈ 5.5 GPa, and HAr ≈ 5 GPa [35]. Thus, the aqueous liquid phase

contains only a small quantity of the gaseous components, the total mole fraction

xN2+xO2+xAr is in the order of 10−3 mol/mol at 80 ∘C and 25 MPa. Therefore,

the chemical potential of water is hardly affected by the presence of the air

components. Note that for high temperatures, closer to the critical point of

water, this assumption is not valid.

For saturated states the phase equilibrium conditions apply, i.e. tempera-

ture, pressure, and chemical potential of all components are equal in the cor-

responding phases. These conditions were exploited to construct the Mollier

ensemble which allows to determine the dew point of humid air for a specified

pair of T and p.

On the basis of the discussion above, it is assumed that the chemical potential

of water �W in the liquid is not significantly influenced by the presence of a small

fraction of dry air molecules. Then, the chemical potential of liquid water can

be calculated by a pure substance NpT simulation at T and p in a first step.

For liquid water around ambient conditions, sophisticated simulative methods,

like the expanded ensemble [36, 37, 38], are needed to obtain entropic properties

with reasonable statistical uncertainties. In the second step, a humid air dew

point simulation with a specified number of air molecules NN2+NO2+NAr was

performed, where T , p, and �W(T, p) were also specified. Of course, in that

pseudo-ensemble, the number of water molecules NW and the volume of the

vapor phase V must be allowed to fluctuate. Therefore, a Monte-Carlo scheme

was employed here, cf. Appendix for details. The procedure is illustrated in

Figure 12.

The chemical potential of water �W, taken from the pure liquid water run,

was specified through insertion and deletion of water molecules during simula-

tion of the vapor phase like in the standard �V T ensemble. The probability of
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insertions and deletions is then determined by comparison between the resulting

potential energy change and the desired residual chemical potential �res
W . Note

that �res
W is defined by subtracting the solely temperature dependent ideal part

�id(T ) from the total chemical potential. The acceptance probability Pacc for a

water molecule insertion writes as [31]

Pacc(NW → NW+1) = min

(

1,
V

NW + 1
⋅ exp

{

�res
W + [U(N)− U(N + 1W)]

kT

})

,

(8)

where U(N) and U(N+1W) denote the configurational energy of the system with

a total number of N molecules and N plus one water molecule, respectively. The

acceptance probability for the deletion of a water molecule writes accordingly

[31]

Pacc(NW → NW−1) = min

(

1,
NW

V
⋅ exp

{

−�res
W + [U(N)− U(N − 1W)]

kT

})

.

(9)

Additionally, the pressure is controlled by sampling the volume like in the

standard NpT ensemble. The probability of a volume displacement is then

determined by comparison between the resulting potential energy change and

the product of specified pressure and volume displacement. The acceptance

probability for a volume displacement ΔV is given by [31]

Pacc(ΔV ) = min

(

1,

(

V +ΔV

V

)N

⋅ exp

{

pΔV + [U(V +ΔV )− U(V )]

kT

}

)

.

(10)

Experience shows that a Mollier ensemble simulation moves rapidly into the

vicinity of the dew point. This process occurs well within the equilibration pe-

riod. During the production period, volume and mole fraction of water fluctuate

around the dew point average which is exemplified in Figure 6.

An additional facilitating approximation can be used. The pressure depen-
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dence of the chemical potential for water is

�W(T, p) = �W(T, p�) +

∫ p

p�

(

∂�W

∂p

)

T

dp = �W(T, p�) +

∫ p

p�

vWdp , (11)

where p� is some reference pressure, say the vapor pressure of pure water, and

vW denotes the volume of water. The integral can be approximated by a Taylor

expansion around the reference pressure by [39]

�W(T, p) = �W(T, p�) + v�W(p− p�)−
1

2
�T,W ⋅ v�W(p− p�)2 + ... , (12)

where v�W is the volume and ��
T,W the isothermal compressibility, respectively, of

liquid water at the reference pressure. These two properties are easily accessible

in the NpT ensemble. The volume is simply

v =
< V >

N
, (13)

where the <> brackets denote the ensemble average. The isothermal compress-

ibility may also conveniently be obtained in the NpT ensemble from volume

fluctuations

�T =
1

kT
⋅

1

< V >
⋅
[

< V 2 > − < V >2
]

. (14)

However, in prior work it was seen that a first order expansion is usually suffi-

cient for moderate pressure extrapolations when the temperature is far below its

critical value of the regarded component [27]. As a consequence, the simulation

results of a single pure liquid water run can be used for dew point simulations

at any given pressure p as long as the approximation above holds.

3.2 Molecular models for water

For water, two different molecular models were used here. Firstly, the TIP4P

model from Jorgensen et al. [40] was used. It consists of four interaction sites,

one Lennard-Jones site located at the oxygen nucleus and three eccentric partial
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charges to account for hydrogen bonding and the electrostatic interactions. All

sites are situated in a plane, cf. Figure 7. The TIP4P model has been parame-

terized to reproduce the VLE of pure water [40], the model parameters are listed

in Table 5. However, it shows significant deviations from experimental data for

vapor pressure and saturated vapor density which will be discussed below in

more detail.

Thus, the TIP4P water model was reparameterized here, keeping the orig-

inal number of interaction sites. The model parameters were simultaneously

adjusted to experimental data on vapor pressure, saturated liquid density, and

enthalpy of vaporization of pure water. However, the main focus was on a good

description of the vapor pressure. The optimized parameters of the new water

model are listed in Table 5. Figures 8 to 10 show saturated densities, vapor

pressure, and enthalpy of vaporization for the original TIP4P model and the

new water model compared to experimental data [41]. The simulation data for

the original TIP4P model were taken from Ĺısal et al. [42].

Figure 11 shows the deviations of the simulation data for both water models

from experimental data for saturated liquid density, vapor pressure, and en-

thalpy of vaporization. The simulation results for the original TIP4P model

yield mean unsigned errors in the range from triple point to critical point com-

pared to experimental VLE data of 42, 9, and 15% for vapor pressure, saturated

liquid density, and enthalpy of vaporization, respectively, while the new water

model yields 21, 3, and 8%. Full numerical simulation results for the new water

model are given in [43].

3.3 Homogeneous humid air

Klingenberg and Ulbig [10] recently published experimental data on the density

of humid air at different state points and different water contents. In the present

work, the dry air model was combined with the two discussed molecular models

for water to predict the density of humid air and compare it to the results from

[10]. For the unlike Lennard-Jones parameters, the standard Lorentz-Berthelot
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mixing rule was applied, i.e. no additional binary interaction parameters were

introduced and � was set to unity for all unlike interactions with water, cf.

Equations (6) and (7). Thus, present humid air simulations are fully predictive.

Table 6 lists the simulation results, having an average statistical uncertainty

of only about 0.3%, in comparison with experimental data [10]. A very good

agreement was found as the deviations are below 2.5% for both water models.

There is only a very moderate influence of the chosen water model on the quality

of the results. Note that the deviations of the experimental density data from

the present simulations are very similar to their deviations from EOS models

[1].

3.4 Dew point of humid air

The dew point of humid air was calculated using the Mollier ensemble for two

isotherms at six pressure levels. The same two quaternary molecular models,

differing only in the water model, were used as for the homogeneous humid

air simulations. For comparison with experimental data, the vapor pressure

enhancement factor fW and the vapor concentration enhancement factor gW

were determined, cf. Equations (1) and (2).

The equilibrium properties of pure water at the given temperature, i.e. va-

por pressure p0W and saturated vapor concentration c0W being identical to the

saturated vapor density �′′, were determined in additional VLE simulations for

pure water. This was done for both employed water models and the results are

given in Table 7. Simulation details are briefly discussed in the Appendix.

From the Mollier ensemble simulations, the molar fraction of water xW and

the molar density at the dew point � were determined, cf. Table 8. The partial

pressure of water pW = xW ⋅ p and the vapor concentration cW = xW ⋅ � in

humid air can easily be calculated from these.

Figures 13 and 14 show the results for the vapor pressure and vapor con-

centration enhancement factors, respectively, in comparison to literature data

taken from Wiley and Fisher [6], Koglbauer and Wendland [7] as well as the
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GERG-2004 EOS [29]. Wiley and Fisher provide experimental data on fW taken

by a gravimetric method and Koglbauer and Wendland provide experimental

data on gW taken by FTIR spectrometry. Wiley and Fisher also give results for

gW predicted with a virial EOS model which they used to correlate their fW

data and that does not compare well to the experimental data by Koglbauer and

Wendland below 80 ∘C (see [7]). Table 8 compiles the present data in numerical

form.

For both water models, the simulation data for vapor pressure enhance-

ment factor and vapor concentration enhancement factor is in agreement with

the two data sets from [6, 7] almost throughout within their statistical uncer-

tainties. However, the results with the newly developed water model yield a

somewhat better agreement. In case of fW, cf. Figure 13, both water models

are above the correlation of Wylie and Fishers data [6]. At 60 ∘C, the new water

model represents Wiley and Fishers data within the statistical uncertainty and

the TIP4P model yields too high results, while at 80 ∘C both water models

overestimate fW for pressures above 10 MPa, cf. Figure 13. The GERG-2004

EOS [29] yields a significantly higher vapor pressure enhancement factor, which

is more pronounced at the lower temperature.

Regarding the vapor concentration enhancement factor gW, experimental

data by Koglbauer and Wendland [7] and the model of Wylie and Fisher [6]

deviate significantly for 60 ∘C. Molecular simulation yields results that are in

between these data sets and agree with both within their statistical uncertainty.

At 80 ∘C, the data sets from the two sources agree quite well with each other,

while simulation predicts somewhat higher values. The results from the new

water model agree with both sources within the statistical uncertainty, except

for 25 MPa, while the TIP4P model yields too high results for gW for pressures

above 10 MPa, cf. Figure 14. Again, the GERG-2004 EOS [29] lies significantly

above all other vapor concentration enhancement factor data sets regarded in

this work.
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4 Conclusion

Molecular modeling and simulation was applied to predict thermodynamic prop-

erties of humid air. In addition to densities of humid air in the homogeneous

region, the dew point at 60 and 80 ∘C for different pressures up to 25 MPa was

predicted.

For the dry air components nitrogen, oxygen, and argon, a ternary molecular

model from prior work was taken. This molecular model was assessed regarding

the ternary VLE as well as density and residual internal energy of dry air over a

wide range of states in the homogeneous gaseous region. Very good results were

obtained compared to experimental data and two reference EOS. Generally the

deviations are a few percent or below.

For water, two different molecular models were used in the present work:

firstly, the TIP4P model proposed by Jorgensen et al. and, secondly, a repa-

rameterized version was optimized primarily to the experimental vapor pressure

of pure water. Both water models were combined subsequently with the dry air

model to simulate humid air. As no further parameters were introduced, the

present humid air results are fully predictive.

The humid air density was predicted at different state points and water

contents. The results were compared to recent experimental data, yielding de-

viations below 2.5% at the highest water mole fraction.

Finally, the dew point of humid air was predicted using the newly developed

Mollier ensemble. The dew point results were also expressed in terms of the

vapor pressure enhancement factor fW and the vapor concentration enhance-

ment factor gW. Compared with experimental data, a satisfactory agreement

was obtained for both water models. With both water models, vapor pressure

and concentration enhancement in humid air may adequately be predicted. The

new water model is quantitatively correct within its statistical uncertainties in

most cases, deviations are below 17% for fW and 15% for gW. Compared to the

GERG-2004 EOS, molecular modelling and simulation was found to be superior
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with respect to these dew point properties.
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6 Appendix

6.1 Dry air simulations

The Grand Equilibrium method [27] was used to calculate VLE data of dry

air at 120 K. For the liquid phase, molecular dynamics (MD) simulations were

performed in the NpT ensemble using isokinetic velocity scaling [25] and An-

derson’s barostat [44]. The number of molecules was N = 864 throughout and

the time step was 1.18 fs. Starting from a face centered cubic (fcc) lattice as

initial configuration, the fluid was equilibrated over 25 000 time steps with the

first 5 000 time steps in the canonical (NV T ) ensemble. The subsequent pro-

duction period was 200 000 time steps with a membrane mass of 108 kg/m4.

Widom’s insertion method [45] was applied to determine the chemical potential

by inserting 3 456 test molecules for each species every production time step.

For the corresponding vapor, Monte Carlo (MC) simulations in the pseudo-

�V T ensemble were performed. The simulation volume was adjusted to lead

to an average number of 500 molecules in the vapor phase. After 1 000 initial

NV T MC cycles, starting from a fcc lattice, 20 000 equilibration cycles in the

pseudo-�V T ensemble were performed. The production run was sampled over

15



100 000 cycles. One MC cycle containedN attempts to displace and N attempts

to rotate molecules, where N is the actual number of molecules, plus three

insertion and three deletion attempts.

The cut-off radius was set to 17.5 Å throughout and a center of mass cut-

off scheme was employed. Lennard-Jones long-range interactions beyond the

cut-off radius were corrected employing angle averaging as proposed by Lustig

[46]. The quadrupolar interactions of nitrogen and oxygen were not long-range

corrected as their angle average vanishes [47]. Statistical uncertainties of all

simulation results were estimated by a block averaging method [48].

For the homogeneous dry air simulations, MD was applied with the same

technical details as used for the saturated liquid run, except that the chemical

potential was not determined. It was aimed for a composition of air close to

experimental data sources being xN2 = 0.781438 mol/mol, xO2 = 0.209540

mol/mol, and xAr = 0.009022 mol/mol [7, 10], which translates due to the

finite total number of simulated molecules NN2 = 675, NO2 = 181, and NAr = 8

in case of N = 864. The effective composition was then xN2 = 0.78125 mol/mol,

xO2 = 0.20949 mol/mol, and xAr = 0.00926 mol/mol.

6.2 Pure water and humid air simulations

During the optimization process of the new water model, the Grand Equilib-

rium method [27] was applied to calculate the VLE at seven temperatures from

300 to 600 K. Due to the well known difficulties of Widom’s insertion method

at the high liquid density of water, MC simulations were performed in the NpT

ensemble for the liquid. The number of molecules was N = 864 and the chem-

ical potential of water was determined by the gradual insertion method [38].

Starting from a fcc lattice, 15 000 Monte Carlo cycles were performed for equi-

libration and 50 000 for production, each cycle containing N translation moves,

N rotation moves, and one volume move. Every 50 cycles, 5 000 fluctuating

state change moves, 5 000 fluctuating particle translation/rotation moves, and

25 000 biased particle translation/rotation moves were attempted to measure
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the chemical potential.

The vapor phase simulations were performed analogously to the dry air sim-

ulations described above, except that a larger number of 60 000 MC cycles was

used for equilibration. This was done to better allow for the formation of hy-

drogen bonded water clusters in the vapor phase. The center of mass cut-off

radius was 15.75 Å for liquid simulations and 17.5 Å for vapor simulations. The

electrostatic interactions were corrected by the reaction field method [25].

The homogenous humid air simulations were done by MD. For production,

200 000 time steps of 1.18 fs were performed in the NpT ensemble.

To determine the dew point of humid air, pure liquid water simulations

were done with both molecular water models at the specified temperature and

the corresponding vapor pressure of water. The MC method was applied and

gradual insertion was used to calculate the chemical potential of water in the

pure liquid. Here, the same simulation details were used as for the saturated

liquid simulations during the water model optimization.

The corresponding vapor (humid air) phase at the dew point was determined

by MC simulations in the proposed Mollier ensemble. The number of molecules

of the dry air components in the vapor phase was set toNN2+NO2+NAr = 2 000

with an almost identical molecule number ratio as for the dry air simulations.

In case of very low water mole fractions, the number of dry air molecules was

increased to 4 000 to improve statistics. Again, starting from a fcc lattice, 15 000

Monte Carlo cycles were sampled for equilibration and 50 000 for production,

each cycle containing N translation moves, N rotation moves, one volume move

as well as two insertion and two deletion attempts of a water molecule, where

N is the actual molecule number.
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Table 1: Parameters of the pure substance 2CLJQ molecular models for nitro-
gen, oxygen, and argon, taken from [13].

pure fluid � "/kB L Q
Å K Å DÅ

nitrogen 3.3211 34.897 1.0464 1.4397
oxygen 3.1062 78.020 0.9699 0.8081
argon 3.3952 116.79 — —

Table 2: Binary interaction parameters �, cf. Equation (7), for the three binary
subsystems, taken from [11].

mixture �
—

nitrogen-oxygen 1.007
nitrogen-argon 1.008
oxygen-argon 0.988
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Table 3: Density and residual internal energy of dry air along three isotherms.
The number in parentheses indicates the statistical uncertainty in the last digit.

p � ures

MPa mol/l kJ/mol
T = 293.15 K

2 0.825(1) -0.117(1)
5 2.069(1) -0.293(1)

10 4.127(3) -0.581(1)
15 6.100(5) -0.854(1)
20 7.936(7) -1.109(1)
25 9.568(9) -1.334(2)
40 13.48 (1) -1.872(2)
60 16.979(9) -2.344(2)
100 21.22 (2) -2.901(4)
150 24.45 (2) -3.280(3)
200 26.68 (2) -3.507(3)
T = 353.15 K

2 0.6792(4) -0.0910(4)
5 1.690 (1) -0.227 (1)

10 3.328 (2) -0.445 (1)
15 4.888 (3) -0.652 (1)
20 6.356 (5) -0.847 (1)
25 7.707 (5) -1.022 (1)
40 11.120 (8) -1.471 (2)
60 14.49 (1) -1.909 (2)
100 18.876 (9) -2.457 (2)
150 22.34 (2) -2.853 (3)
200 24.71 (1) -3.082 (3)
T = 473.15 K

2 0.505(1) -0.0623(3)
5 1.247(1) -0.1521(4)

10 2.440(1) -0.300 (1)
15 3.576(2) -0.438 (1)
20 4.655(2) -0.568 (1)
25 5.675(3) -0.693 (1)
40 8.369(5) -1.015 (1)
60 11.279(6) -1.361 (1)
100 15.497(7) -1.843 (2)
150 19.06 (2) -2.219 (3)
200 21.60 (2) -2.446 (4)
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Table 4: Density and residual internal energy of dry air along three isobars. The
number in parentheses indicates the statistical uncertainty in the last digit.

T � ures

K mol/l kJ/mol
p = 2 MPa
213.15 1.168 (1) -0.186 (1)
233.15 1.055 (1) -0.161 (1)
253.15 0.964 (1) -0.1430(5)
273.15 0.889 (1) -0.1298(5)
293.15 0.825 (1) -0.117 (1)
313.15 0.769 (1) -0.1086(4)
333.15 0.722 (1) -0.0983(4)
353.15 0.6792(4) -0.0910(4)
373.15 0.642 (1) -0.0848(4)
393.15 0.609 (1) -0.0792(3)
413.15 0.579 (1) -0.0738(3)
473.15 0.5047(2) -0.062 (1)
573.15 0.4160(2) -0.0484(4)
773.15 0.3086(2) -0.0309(4)
973.15 0.2455(1) -0.0218(4)

1273.15 0.1878(1) -0.0133(3)
p = 10 MPa
213.15 6.493 (8) -0.995 (2)
233.15 5.607 (5) -0.842 (1)
253.15 4.985 (4) -0.731 (1)
273.15 4.504 (3) -0.647 (1)
293.15 4.127 (3) -0.581 (1)
313.15 3.814 (2) -0.528 (1)
333.15 3.555 (2) -0.483 (1)
353.15 3.328 (2) -0.445 (1)
373.15 3.131 (2) -0.413 (1)
393.15 2.962 (1) -0.383 (1)
413.15 2.809 (1) -0.361 (1)
473.15 2.442 (2) -0.297 (1)
573.15 2.010 (1) -0.230 (1)
773.15 1.497 (1) -0.151 (1)
973.15 1.193 (1) -0.105 (1)

1273.15 0.9176(3) -0.064 (1)
p = 25 MPa
213.15 14.62 (2) -2.181 (2)
233.15 12.89 (2) -1.889 (2)
253.15 11.54 (1) -1.661 (2)
273.15 10.45 (1) -1.480 (2)
293.15 9.568 (9) -1.334 (2)
313.15 8.836 (7) -1.213 (1)
333.15 8.235 (6) -1.113 (1)
353.15 7.707 (5) -1.022 (1)
373.15 7.259 (5) -0.950 (1)
393.15 6.868 (5) -0.888 (1)
413.15 6.519 (4) -0.829 (1)
473.15 5.664 (7) -0.690 (2)
573.15 4.694 (4) -0.537 (1)
773.15 3.530 (2) -0.353 (1)
973.15 2.839 (2) -0.249 (1)

1273.15 2.202 (1) -0.153 (1)
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Table 5: Parameters of the molecular models for water, cf. Figure 7. The
electronic charge is e = 1.6021 ⋅ 10−19 C.

water model rOH � � � "/kB q
Å ∘ Å Å K e

TIP4P [40] 0.9572 104.52 0.15 3.15365 78.02 0.52
new model 0.9670 104.52 0.15004 3.31500 95.646 0.52748

Table 6: Density of compressed humid air from simulation in comparison to
experimental data [10]. Here, the statistical uncertainty of the density is denoted
by ��, whereas Δ� = �sim − �exp.

T p xW �exp �sim ��sim Δ�/�exp ��sim/�exp
K MPa mol/mol mol/l mol/l mol/l % %

TIP4P model
424.11 10.877 0.0420 3.020 2.980 0.006 -1.34 0.21
524.33 13.684 0.0420 3.004 2.965 0.008 -1.27 0.27
498.40 8.892 0.0446 2.124 2.074 0.009 -2.39 0.43
498.41 4.388 0.0445 1.064 1.042 0.002 -2.04 0.20
423.30 13.747 0.0126 3.727 3.697 0.008 -0.81 0.23
515.56 17.045 0.0126 3.708 3.702 0.009 -0.16 0.24
new water model
424.11 10.877 0.0420 3.020 2.974 0.011 -1.52 0.37
524.33 13.684 0.0420 3.004 2.970 0.008 -1.12 0.27
498.40 8.892 0.0446 2.124 2.073 0.006 -2.41 0.27
498.41 4.388 0.0445 1.064 1.041 0.003 -2.14 0.29
423.30 13.747 0.0126 3.727 3.701 0.010 -0.70 0.26
515.56 17.045 0.0126 3.708 3.694 0.008 -0.38 0.22

Table 7: Vapor-liquid equilibria of the water models: vapor pressure, saturated
densities, and enthalpy of vaporization. The number in parentheses indicates
the statistical uncertainty in the last digit.

T p�W �′W �′′W Δℎv
W

K MPa mol/l mol/l kJ/mol
TIP4P
333.15 0.045(3) 53.90(5) 0.0169(9) 40.6(2)
353.15 0.100(3) 52.93(4) 0.0355(9) 39.4(3)
new water model
333.15 0.015(1) 55.21(5) 0.0053(4) 45.3(2)
353.15 0.042(2) 54.53(6) 0.0146(7) 44.1(3)
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Table 8: Dew point, vapor concentration enhancement factor gW, and vapor
pressure enhancement factor fW of humid air. The numbers in parentheses
indicate the statistical uncertainty in the last digits.

T p � xW gW fW
K MPa mol/l mol/mol — —

TIP4P
333.15 2.0 0.7223(2) 0.0238(2) 1.02(6) 1.05(7)

5.0 1.7992(7) 0.0103(1) 1.10(7) 1.13(8)
10.0 3.557(1) 0.00594(8) 1.25(8) 1.30(9)
15.0 5.231(2) 0.00456(9) 1.42(10) 1.51(11)
20.0 6.799(3) 0.00403(7) 1.63(12) 1.78(13)
22.5 7.538(3) 0.00373(8) 1.67(13) 1.85(14)
25.0 8.239(3) 0.0040(1) 1.93(11) 2.18(13)

353.15 2.0 0.6814(2) 0.0529(4) 1.02(4) 1.06(4)
5.0 1.6925(6) 0.0232(2) 1.10(4) 1.16(4)
10.0 3.334(1) 0.0132(2) 1.24(5) 1.33(5)
15.0 4.899(2) 0.0105(2) 1.45(6) 1.58(6)
20.0 6.367(3) 0.0091(2) 1.64(7) 1.83(8)
22.5 7.064(3) 0.0089(2) 1.78(9) 2.02(10)
25.0 7.730(4) 0.0082(2) 1.79(9) 2.06(10)

new water model
333.15 2.0 0.7219(2) 0.0075(1) 1.02(8) 1.00(8)

5.0 1.7983(5) 0.00333(4) 1.13(9) 1.11(9)
10.0 3.555(1) 0.00191(2) 1.28(10) 1.27(10)
15.0 5.226(2) 0.00144(2) 1.42(12) 1.44(12)
20.0 6.798(3) 0.00124(2) 1.59(13) 1.65(14)
22.5 7.531(4) 0.00117(2) 1.66(14) 1.76(14)
25.0 8.232(4) 0.00117(4) 1.82(18) 1.95(19)

353.15 2.0 0.6800(2) 0.0217(2) 1.01(6) 1.03(6)
5.0 1.6902(5) 0.0094(1) 1.08(7) 1.12(7)
10.0 3.330(1) 0.00538(7) 1.23(8) 1.28(8)
15.0 4.895(2) 0.00416(7) 1.39(9) 1.49(9)
20.0 6.361(3) 0.00358(8) 1.56(11) 1.70(12)
22.5 7.050(4) 0.00338(8) 1.63(12) 1.81(13)
25.0 7.720(4) 0.0034(1) 1.80(16) 2.03(17)
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