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Abstract

An empirical fundamental equation of state correlation is presented for ethylene oxide. The correlation is explicit
in terms of the Helmholtz energy and it can be used to calculate all thermodynamic properties. The underlying
dataset consists of experimental and molecular simulationdata. The experimental data cover almost exclusively
the gaseous phase and are available for temperatures from the triple point up to the critical point. Molecular
simulation data are used to extend the validity to the liquidstate and up to a maximum temperature of 1000 K
and a maximum pressure of 700 MPa.
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1. Introduction

A sufficient amount of reliable thermodynamic data is essential for the design and optimization of almost
any process in the chemical industry. Currently, databasesalone cannot meet the increasing requirements of
process engineering. Mapping the entire thermodynamic property spectrum of a given fluid is often impossible
using laboratory experiments due to the associated financial cost, time investment, and potentially extreme mea-
suring conditions. Empirical equations of state (EOS) correlations are one solution for this problem, because
they rationalize and summarize experimental data, offering a built-in interpolation and extrapolation scheme for
general engineering purposes. Empirical correlations that represent the fundamental equation of state (FEOS) are
particularly beneficial [1]. A FEOS can be expressed in termsof various thermodynamic potentials. However,
independent on which representation is chosen, it containsthe complete property information about the system:
Once a thermodynamic potential is explicitly given as a function of its natural variables, every other thermody-
namic property is simply a combination of its derivatives with respect to its natural variables.
The construction of a FEOS that covers the entire fluid regionof industrial relevance typically faces the problem
of scarce experimental input data. Molecular modelling andsimulation have evolved to a point of acceptance in
the applied sciences and are a potential solution to satisfythe need for thermodynamic data. Molecular simulation
yields macroscopic properties exclusively from microscopic information. Accordingly, its predictive capabilities
are, in principle, only limited by the quality of the molecular interaction model that represents the investigated
substance. While molecular simulation techniques (Monte Carlo and molecular dynamics) have a huge advantage
over experimental measurements when it comes to speed and cost efficiency, the number of molecular interaction
models that can really offer an alternative to laboratory measurements, not just on the qualitative, but also on the
quantitative level, increased significantly only over the last decade [2]. Extreme temperatures or pressures are not
limiting factors for molecular simulation, and any thermodynamic property is obtainable from such calculations,
including the derivatives of the chosen thermodynamic potential of the FEOS.
Ethylene oxide is the 14th most produced organic chemical and its global production rate is expected to exceed 27
million tons per year by 2017. Due to its chemical reactivity, it is a vital chemical compound used as an interme-
diate to produce a wide range of consumer products and other non-consumer chemicals. Its reactive nature also
makes the substance itself particularly hazardous: it is carcinogenic, mutagenic, and highly flammable at room
temperature. It is not a surprise that the experimental dataavailable in the literature are too few to support FEOS

∗Corresponding author: Jadran Vrabec, Warburger Str. 100, 33098 Paderborn, Germany, Tel.: +49-5251/60-2421, Fax: +49-5251/60-
3522, Email: jadran.vrabec@upb.de

Preprint submitted to Elsevier September 9, 2014



development. Therefore, the approach of combining the available experimental data with straightforwardly ob-
tainable molecular simulation data is one option for constructing a hybrid dataset as a basis for FEOS correlation
[3], which was the target of this work.

2. Fundamental equation of state correlation

The present FEOS correlation is explicit in terms of the Helmholtz energya, which can be separated into an
ideal gas partao and a residual partar

α(T, ρ) =
ao(T, ρ) + ar(T, ρ)

RT
= αo(τ, δ) + αr(τ, δ), (1)

with the inverse reduced temperatureτ = Tc/T, the reduced densityδ = ρ/ρc, and the molar gas constant
R = 8.3144621 J· mol−1

· K−1 [4] (for specific calculations the molar massM = 44.05256 g· mol−1 should
be used). The critical temperatureTc = 468.92 K was taken from Ref. [5] and the critical densityρc = 7.32
mol · dm−3 was determined during the present fit. The ideal contribution αo can be calculated from the isobaric
heat capacity of the ideal gas stateco

p
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p

R
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5
∑
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vk
(uk/T)2 exp(uk/T)
[

exp(uk/T) − 1
]2
, (2)

whereu3 = 1330 K,u4 = 2170 K,u5 = 4470 K,v3 = 6.79,v4 = 4.53,v5 = 3.68. The ideal part of the reduced
Helmholtz energyαo, integrated from Eq. (2), is

αo
= ln δ + 3 lnτ + a1 + a2τ

+

5
∑

k=3

vk ln
[

1− exp(−ukτ/Tc)
]

, (3)

wherea1 = 7.2881975,a2 = -2.782872, whileuk andvk are the same as those in Eq. (2). The integration constants
a1 anda2 were specified such that the enthalpyh = 0 kJ·kg−1 and the entropys= 0 kJ·kg−1 ·K−1 atT0 = 298.15
K and p0 = 1 atm, and the corresponding ideal gas density isρ0 = p0/(RT0). A comparison of Eq. (2) with
the available literature data is shown in Fig. 1. Theco

p values used in the fit were published by Chao et al. [6].
The uncertainty of Eq. (2) is±0.1% for temperatures aboveT = 350 K. For lower temperatures, the deviations
increase up to±0.5%.
The empirical formula that represents the residual part of the reduced Helmholtz energyαr consists of five
polynomial, five exponential, and five Gaussian bell-shapedterms

αr(τ, δ) =
5

∑

k=1

nkτ
tkδdk +

10
∑

k=6

nkτ
tkδdk exp(−δlk)

+

15
∑

k=11

nkτ
tkδdk exp(−ηk(δ − ǫk)2 − λk(τ − γk)2).

(4)

Table 1 lists the corresponding parameters. Non-analytic terms [1] for the critical region of ethylene oxide were
not considered in this work due to their complexity and the poor experimental data situation.

3. Underlying dataset

3.1. Experimental data

Although ethylene oxide is important for the chemical industry, the corresponding experimental data are
very limited. Table 2 summarizes all experimental data thatare available in the literature, and Fig. 2 shows the
distribution of these data with respect to the homogeneous regions.
For the homogeneous density there is only one comprehensivedataset by Walters & Smith [5]. Additionally,
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Figure 1: Comparison of Eq. (2) with experimentally obtained and theoretically derivedco
p values. The asterisk marks an ancillary equation.

Table 1: Parameters for the residual part of the reduced Helmholz energyαr(τ, δ) according to Eq. (4).
k nk tk dk lk ηk λk γk ǫk
1 0.3805675D-01 1.000 4
2 0.1359482D+01 0.312 1
3 -0.1833370D+01 0.860 1
4 -0.5754450D+00 1.114 2
5 0.1536490D+00 0.500 3
6 -0.1598130D+01 2.100 1 2
7 -0.6826090D+00 1.700 3 2
8 0.6436960D+00 0.754 2 1
9 -0.5353070D+00 2.500 2 2

10 -0.1872220D-01 0.900 7 1
11 0.1238840D+01 2.180 1 1.010 1.12 0.874 0.7202
12 -0.4315460D+00 3.500 1 1.650 2.16 0.617 0.9110
13 -0.2295870D+00 2.340 3 0.896 0.91 0.476 0.6880
14 -0.1931280D+02 4.330 3 22.000 196.00 1.24 0.9100
15 -0.5283590D-01 3.900 2 1.730 0.13 0.562 1.2100
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Figure 2: The grey box indicates the experimental data that are available in the homogeneous gaseous phase, consisting of density (squares)
and speed of sound (triangles) values. Molecular simulation data were generated in this work, containing six differentHelmholtz energy
derivatives at each state point (circles).

there is only a single data point located in the liquid region(but not at saturation), which was published by
Lide [7]. However, during the data preparation it turned outthat this data point is actually located within the
two-phase region so that it was not considered in the following. Hence, there are only experimental density data
available for the gaseous phase. The situation is almost thesame for the speed of sound. The only measurements
were made by Hurley [8] for the gaseous phase. All remaining experimental data are associated with the vapor-
liquid equilibrium (VLE). For the vapor pressure, 99 data points are available, but most of them were measured
at temperatures below 310 K. For the saturated liquid density, only 51 data points were published, and again,
most of them were measured in the lower temperature region. For the saturated vapor density as well as for the
isobaric heat capacity of the saturated liquid, only one dataset is available. Finally, there are eight data points for
the enthalpy of vaporization that are in a narrow temperature range from 283 K to 299 K.

3.2. Molecular simulation data

The experimental data situation for ethylene oxide shows that it is a suitable fluid to apply the approach of
fitting a FEOS on the basis of a hybrid dataset as introduced byRutkai et al. [3]. This method is supported
by the statistical mechanical formalism proposed by Lustig[45, 46]. The formalism was designed to yield any
derivative of the residual Helmholtz energyAr

xy = ∂
x+yαr(T, ρ)/∂(1/T)x/∂ρy · (1/T)xρy (for x > 0 or y > 0)

from a single molecular simulation run for a given state point, yielding exactly those derivatives that are required
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Table 2: Experimental data for ethylene oxide from the literature. The original units were converted into SI units and the temperature is given
in terms of the international temperature scale of 1990 standard (ITS-90). Data points calculated from an ancillary equation are marked with
an asterisk.

Source Year Data Temperature Pressure
points range (K) range (MPa)

Homogeneous density
Lide [7] (1) 2005 1 273.15 0.101325
Walters & Smith [5] (1) 1952 81 294−428 0.006−3.448
Overall (3) 82 273−428 0.006−3.448
Vapor pressure
Calado et al. [9] 1996 1 182.33 0.0001
Chao et al. [6] 1986 1 283.71 0.101325
Coles & Popper [10] 1950 17 273−305 0.067−0.221
Giauque & Gordon [11] 1949 14 223−286 0.004−0.108
Giles & Wilson [12] 2006 2 298−349 0.174−0.767
Gillespie et al. [13] 1985 2 283−299 0.101−0.174
Hess & Tilton [14] 1950 1 293.14 0.1462
Kistiakowsky & Rice [15] 1940 1 283.84 0.101325
Lide [7] 2005 3 283−284 0.101−0.100
Maass & Boomer [16] 1922 21 216−286 0.002−0.110
McDonald et al. [17] 1959 11 284−239 0.103−0.012
Mock & Smith [18] 1950 10 322−423 0.379−3.827
Olson [19] 1977 3 273−324 0.065−0.394
Frenkel et al. [20]* 2013 17 160−469 0.000−7.207
Walters & Smith [5] 1952 12 294−469 0.151−7.192
Overall (3) 99 182−423 0.000−3.827
Saturated liquid density
Auwers [21] 1918 2 279.20 −

Comelli & Francesconi [22] 1991 11 288−304 −

Comelli & Francesconi [23] 1995 1 298.15 −

Comelli & Francesconi [24] 1996 2 298−314 −

Francesconi & Comelli [25] 1994 1 298.15 −

Francesconi & Comelli [26] 1995 1 298.15 −

Maass & Boomer [16] 1922 16 222−294 −

Olson [19] 1977 3 273−324 −

Perkinsen [27] 1893 1 280.15 −

Frenkel et al. [20]* 2013 17 160−469 −

Walters & Smith [5] 1952 12 294−469 −

Wurtz [28] 1863 1 273.15 −

Overall (3) 51 222−469
Saturated vapor density
Olson [19] 1977 3 273−324 −

Frenkel et al. [20]* 2013 20 377−469 −

Walters & Smith [5] 1952 12 294−469 −

Overall (3) 15 273−469
Speed of sound
Hurly [8] 2002 334 285−440 0.049−1.020
Overall (3) 334 285−440 0.049−1.020
Isobaric heat capacity
Giauque & Gordon [11] 1949 22 166−284 vapor pressure
Overall (3) 22 166−284 vapor pressure
Enthalpy of vaporization
Cox & Pilcher [29] 1970 1 298.10 −

Rowley et al. [30] * (2) 2006 30 160−423 −

Giauque & Gordon [11] 1949 1 283.65 −

Lange & Dean [31] 1973 1 283.75 −

Lide [7] 2005 2 283−299 −

Matheson [32] * 1980 5 233−294 −

Reid et al. [33] 1977 1 283.66 −

Timmermans [34] 1965 1 288.10 −

Walters & Smith [5] * 1952 11 294−461 −

Washburn [35] (1926−1933) 1 286.10 −

Yaws [36] * 1977 15 173−454 −

Overall (3) 8 283−299
Ideal isobaric heat capacity
Chao et al. [6] 1986 27 100−2999 −

Dorofeeva [37] 1992 16 100−1501 −

Frenkel et al. [38] * 1994 291 50−1500 −

Godnev & Morozov [39] 1948 9 298−1001 −

Guenthard et al. [40] 1950 3 307−372 −

Guenthard & Heilbronner [41] 1948 8 298−774 −

Hurly [8] 2002 12 285−441 −

Kistiakowsky & Rice [15] 1940 3 307−372 −

Lange & Dean [31] 1973 5 298−1001 −

Ramasamy & Srinivasacharya [42] 1978 12 100−1001 −

Sundaram [43] 1963 8 100−2503 −

Vvedenskii [44] 1969 14 298−1500 −

Walters & Smith [5] 1952 12 294−478 −

Overall (3) 129 100−2999
(1) One of the data points is located in the two-phase region and was thus
neglected in the following.
(2) Calculated from the Clausius-Clapeyron equation.
(3) The overall values do not include any data derived from ancillary equations.
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by the FEOS to calculate any thermodynamic property as a combination of these derivatives. This approach
offers a convenient route to obtain an arbitrary number of truly independent thermodynamic properties, and its
capability to support FEOS development was recently tested[3]. In the present work, an extensive dataset was
generated containing the six derivativesAr

00, Ar
10, Ar

01, Ar
20, Ar

11, andAr
02 at 92 state points that are well distributed

in the homogeneous fluid regions using the molecular simulation tool ms2 [47, 48]. The potential accuracy of
the results is, of course, limited by the underlying molecular interaction potential model. However, our previous
findings showed that molecular models tend to perform well inthe homogeneous fluid regions when comparing
Ar

xy simulation results to available FEOS correlations if the molecular model was optimized to experimental VLE
data [3].

4. Simulation details

At each state point 500 particles were sufficiently equilibrated and then sampled for 2 million production
cycles withNVT Monte Carlo simulations [49]. Electrostatic long-range corrections were approximated by the
reaction field method [50]. The residual Helmholtz energy was determined by Widom’s test particle insertion
[51]. The simulations were based on a molecular interactionmodel by Eckl et al. [52], which won the Fourth
Industrial Fluid Properties Simulation Challenge in 2008 [53]. It consists of three Lennard-Jones (LJ) sites and
a point dipole located at the geometric center of the molecule. Two sites were used to represent the methylene
groups via the united atom approach, the third one represents the oxygen atom. The internal degrees of freedom
were neglected due to the relatively small size of the molecule. The corresponding molecular parameters can be
found in Ref. [52] and in the appendix. The model was optimized using the correlations by DIPPR [30] for vapor
pressure, saturated liquid density, and heat of vaporization.

5. Evaluation of the fundamental equation of state

The accuracy of the FEOS was determined by comparisons of calculated property values to experimental and
simulation data. The present statistical comparisons are based on the relative deviation of a given propertyX,
defined as

∆X = 100

(

Xdata− XFEOS

Xdata

)

. (5)

With this definition, the average absolute relative deviation is defined as

AAD =
1
N

N
∑

i=1

|∆Xi | , (6)

whereN is the number of data points. Average absolute relative deviations between experimental data and values
calculated from the FEOS are given for different propertiesin Tables 3 and 4. Table 3 compiles these deviations
separately for the vapor phase, the liquid phase, the critical region, and three density ranges of the supercritical
region. Saturation properties were also compared with the FEOS, i.e. not with the ancillary equations that are
given in Appendix A. The comparisons for vapor pressure and saturated densities were divided into three differ-
ent ranges of the reduced temperatureT/Tc, cf. Table 4.
As mentioned above, there are only homogeneous density dataavailable for the gaseous phase. Fig. 3 shows the
deviations of the FEOS from the data by Walter & Smith [5]. Fortemperatures belowT = 360 K, the deviations
were within 0.6%. Higher temperatures were reproduced within 0.1%. Approaching the phase boundary, devi-
ations increase up to 2.5%. As shown in the following, these authors also measured VLE data, which are not
consistent with other available data. Thus, the increasingdeviations near the phase boundary may be due to a
problem within the measurements. Further experimental measurements are needed to verify this assumption.
In Fig. 4, comparisons for the vapor pressure are presented.The first plot shows that most of the data were
measured up toT = 300 K. For higher temperatures, there are only experimentaldata by Walter & Smith [5] that
were reproduced within 0.8%. One single data point measuredby Giles & Wilson [12] in 2006 atT = 348.15 K
was reproduced within 0.5%. Because it is the only availabledata point, it can only be treated as a rough guide
for the reasonable behavior of the FEOS in that region. Ancillary equations provided by DIPPR [30] and by the
Thermo Data Engine (TDE) [20] were also taken into account. Both equations were developed independently,
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but they agree within an uncertainty of 2%. Molecular simulation data by Eckl et al. [52] and simulation results
from this work are shown for completeness. In the second plot, the vapor pressure deviations are shown with a
higher resolution. For 220 K< T < 300 K several datasets are available. Measurements by Giauque & Gordon
[11] (AADLT = 0.16%, AADMT = 0.07%) were reproduced within 0.1% forT > 235 K. Data at lower temper-
atures were within 0.6%. Data by Coles & Popper [10] (AADLT = 1.23%, AADMT = 0.31%) were represented
within 0.3 % forT > 280 K, and those by McDonald et al. [17] (AADLT = 0.18%) scatter within 0.4%. Below
this region (T < 220 K) different trends can be noticed. The ancillary equation from TDE [20] agrees with the
present FEOS within 0.7%. The opposite trend can be seen for the ancillary equation by DIPPR [30]. Further
measurements are required to definitively determine which source is more correct.
Fig. 5 shows comparisons for the saturated liquid density. Again, two different temperature ranges can be no-
ticed. In the upper temperature range (T > 310 K), only measurements by Walters & Smith [5] are available.
Compared to the data by Maass & Boomer [16], an offset of about1.7% atT = 290 K can be observed. Between
288 K< T < 314 K there are several datasets by Comelli & Francesconi [22, 23, 24, 25, 26] available. These
support the trend of the measurements of Walters & Smith [5].However, fitting these data would lead to an
unphysical bend in the phase boundary, and they were thus notincluded in the present fit. To verify the data by
Maass & Boomer [16] (AADLT = 0.11%, AADMT = 0.78%) that are within 0.2%, measurements between 273 K
< T < 323 K were provided by Olson [19] (AADLT = 0.21%). They were also reproduced within 0.3%. Again,
ancillary equations by DIPPR [30] and TDE [20] were used to obtain an impression whether the trend of the
present FEOS is reasonable. Up toT = 385 K, the DIPPR equation [30] was reproduced within 1%. The TDE
[20] calculations follow the FEOS within 1% up toT = 425 K. For both ancillary equations, the deviations are
larger in the higher temperature region. This trend could becaused due to fitting the ancillary equations to the
data by Walters & Smith [5], which show the systematic offsetdiscussed before.
For the saturated vapor density, only the two datasets by Walters & Smith [5] and Olson [19] were published.
Because of large deviations they were not considered in the present fit. The deviation plot, including the ancillary
equation of TDE [20], can be found in Fig. 6. A DIPPR correlation is not available.
The speed of sound was investigated by Hurly [8]. Hurly [8] reported a general uncertainty of their apparatus of
0.01%. Regarding the sample preparation, an overall uncertainty of about 0.1% for these data was assumed. Fig.
7 shows that most of the data were represented within 0.15% for T < 360 K. Approaching the phase boundary,
the deviations increase up to 0.2%. Data at higher temperatures were reproduced within the claimed uncertainty
of 0.1%.
In Fig. 8, comparisons of the FEOS for the heat of vaporization and the isobaric heat capacity of the saturated
liquid are illustrated. A few experimental data points are available for the heat of vaporization. Data by Giauque
& Gordon [11] and Lide [7] were represented within 0.22%. Other measurements were fitted within 1%. Addi-
tionally, several correlations, i.e. TDE [20], DIPPR [30] and Yaws [36], were considered. They show different
trends, and further experimental measurements are needed to decide which one is correct. For the isobaric heat
capacity of the saturated liquid phase, data by Giauque & Gordon [11] were considered. They were reproduced
within 0.7%.
As mentioned above, there are only VLE and gas phase laboratory measurements available. Therefore, molecular
simulation data based on the molecular model by Eckl et al. [52] were applied to the FEOS fit. In this way, the
homogeneous liquid phase as well as the supercritical region can be described. Fig. 9 shows selected deviations
of the residual Helmholtz energyAr

00 as well as its derivativesAr
xy up to the second order. Note that

Axy = Ao
xy + Ar

xy = τ
xδy
∂x+yα(τ, δ)
∂τx∂δy

= (1/T)xρy∂
x+yα(1/T, ρ)
∂(1/T)x∂ρy

, (7)

for τ = Tc/T and δ = ρ/ρc, because the critical the values of temperatureTc and densityρc are constants.
Comprehensive comparisons of all simulation data can be found in the supplementary material. Overall, the
deviations are as follows:Ar

00 = 5%, Ar
01 = 6%, Ar

10 = 5%, Ar
02 = 20%, Ar

20 = 15%, andAr
11 = 5%. For

all properties, deviations increase for low densities, where the fluid approaches ideal gas behavior. This is likely
caused by two factors: (1) The contribution from the residual Helmholtz energy to the total propertyAxy becomes
smaller with decreasing density. (2) The numerical values of the derivativesAr

xy become significantly smaller in
absolute terms with decreasing density, thus the error of molecular modeling is more pronounced when deviations
with respect to the FEOS are expressed in relative terms. Additionally, isotherms crossing the zero line have to
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be taken into account. E.g. atT = 450 K, the propertyAr
00 changes from negative to positive betweenρ = 10

mol · dm−3 andρ = 12 mol · dm−3. This behavior can also be found forAr
01 at T = 500 K betweenρ = 14

mol · dm−3 andρ = 16 mol· dm−3 and atT = 800 K betweenρ = 8 mol · dm−3 andρ = 10 mol· dm−3. Despite
the fact that the residual Helmholtz energy and its derivatives are not common fluid properties, theAr

xy values are
related to well known properties like pressurep, speed of soundw, isobaric heat capacitycp, and isochoric heat
capacitycv

p
ρRT

= 1+ Ar
01, (8)

Mw2

RT
= 1+ 2Ar

01+ Ar
02 −

(1+ Ar
01− Ar

11)
2

Ao
20+ Ar

20

, (9)

cp

R
= −(Ao

20+ Ar
20) +

(1+ Ar
01 − Ar

11)
2

1+ 2Ar
01+ Ar

02

, (10)

cv

R
= −(Ao

20+ Ar
20), (11)

whereM is the molar mass. Fig. 10 shows that the overall deviation of6% in terms ofAr
01 causes deviations of

about 4 % in terms of pressure. Because the speed of sound and the heat capacities are caloric properties, the
second derivative of the ideal Helmholtz energy with respect to the temperatureAo

20 is needed. It was calculated
from Eq. (2). In addition to the ideal part,Ar

01, Ar
02, Ar

11, andAr
20 are involved. Although deviations between 5%

to 20% occur for these properties, deviations in terms of density, isochoric heat capacity, and speed of sound are
2%, 2%, and 4%, respectively. Deviations increase for higher densities.
Special attention has to be given to physically reasonable behavior of the FEOS. Therefore, several thermody-
namic properties, e.g. speed of sound, isochoric and isobaric heat capacity, VLE, virial coefficients, and the ideal
curves, were studied. Fig. 11 shows a summary of the most important diagrams. The extrapolation behavior of
the thermodynamic properties is well-known [54, 55], and all of these plots show physically reasonable proper-
ties. In theT versusρ diagram (Fig. 11, top left) the rectilinear diameter is a straight line up to the critical point
and the critical isotherm shows a distinctive sattle point at the critical point. In thep versusρ diagram (Fig. 11,
top right) the isotherms should converge, but not cross eachother at high temperatures, pressures, and densities.
The speed of sound (Fig. 11, center left) should show a negative slope and no curvature at low temperatures in
the hypothetical liquid phase. As expected, the saturated liquid and vapor lines meet as a minimum at the critical
point. For the residual isochoric heat capacity (Fig. 11, center right), the saturated liquid line has a positive
curvature and rises towards low temperatures. Related to the minimum at the critical point of the speed of sound,
a maximum for the residual isochoric heat capacity can be observed. The second and third thermal virial coef-
ficientsB andC should be negative for low temperatures, cross the zero lineonce, and then approach zero after
passing through a maximum. ForB, the maximum occurs at the Boyle temperature, and forC, the maximum
occurs at the critical point. The ideal curves should be smooth and show no unusual curvature. Except for small
irregularities in the Joule and Joule-inversion curves, the ideal curves (Fig. 11, bottom right) show a reasonable
behavior.

Conclusion

A fundamental equation of state for ethylene oxide was presented. It is given in terms of the Helmholtz
energy and can be used to calculate all thermodynamic properties, including density, heat capacities, speed of
sound, enthalpy, internal energy, and vapor-liquid equilibria. It is based on a hybrid dataset so that two different
classifications for the range of validity have to be made. Theexperimental data cover temperatures from the
triple point up to the critical point. Ethylene oxide was experimentally investigated only little so that the range of
validity covered by experimental data includes the homogeneous vapor phase and the vapor-liquid equilibrium.
Based on these investigations and a careful analysis of the extrapolation behavior, the range of validity based on
experimental data is over a temperature range from the triple pointTtr to 500 K, with a maximum pressure ofpmax
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Figure 3: Comparison of the present fundamental equation ofstate with homogeneous density measurements by Walters andSmith [5].
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Figure 4: Comparison of the present fundamental equation ofstate with vapor pressure data. The asterisk marks ancillary equations and the
paragraph symbol stands for molecular simulation data.
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Figure 5: Comparison of the present fundamental equation ofstate with saturated liquid density data. The asterisk marks ancillary equations
and the paragraph symbol stands for molecular simulation data.
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Figure 6: Comparison of the present fundamental equation ofstate with saturated vapor density data. The asterisk marksancillary equations.

Table 3: Average absolute relative deviations between experimental or simulation results and the values calculated from the present funda-
mental equation of state.

Source AAD/%
Vap. Liq. Crit. LD MD HD

Simulation data (this work)
Ar

00 5.78 0.79 1.30 3.68 9.45 4.01
Ar

01 7.37 14.0 1.05 2.61 2.26 9.33
Ar

02 78.6 9.54 4.74 17.4 4.19 10.3
Ar

10 4.11 0.67 4.06 5.27 1.78 0.82
Ar

11 5.30 6.10 2.33 3.36 1.38 3.02
Ar

20 10.7 5.33 13.6 6.54 8.31 6.91
Homogeneous density
Walters & Smith (1952) [5] 0.28
Speed of sound
Hurly (2002) [8] 0.05
Isobaric heat capacity
Giauque & Gordon (1949) [11] 0.22
Enthalpy of vaporization
Giauque & Gordon (1949) [11] 0.02
Lange & Dean (1973) [31] 0.11
Lide (2005) [7] 0.13
Washburn (1933) [35] 0.54
Cox & Pilcher (1970) [29] 0.53
Reid et al. (1977) [33] 0.29
Timmermans (1965) [34] 0.84
Eckl et al. (2008) [52] 2.05
this work 1.01
Ideal isobaric heat capacity
Chao et al. (1986) [6] 0.54
Dorofeeva (1992) [37] 0.49
Guenthard & Heilbronner (1948) [41] 0.65
Guenthard et al. (1950) [40] 0.37
Hurly (2002) [8] 0.40
Kistiakowsky & Rice (1940) [15] 0.18
Lange & Dean (1973) [31] 0.12
Ramasamy & Srinivasacharya (1978) [42] 1.25
Walters & Smith (1952) [5] 0.36
Sundaram (1963) [43] 0.04
Godnev & Morozov (1948) [39] 0.27
Vvedenskii (1969) [44] 0.10
(Vap.) homogeneous vapor phase
(Liq.) homogeneous liquid phase
(Crit.) 0.98Tc < T < 1.1Tc and 0.7ρc < ρ < 1.4ρc

(LD) ρ < 0.6ρc andT > Tc

(MD) 0.6ρc ≤ ρ ≤ 1.5ρc andT > Tc

(HD) ρ > 1.5ρc andT > Tc
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Figure 7: Comparison of the present fundamental equation ofstate with experimental speed of sound data by Hurly [8].
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Figure 8: Comparisons of the present fundamental equation of state for the enthalpy of vaporization (top) and the isobaric heat capacity of
the saturated liquid phase (bottom). The asterisk marks ancillary equations and the paragraph symbol denotes molecular simulation data.
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Figure 9: Relative deviations between the present fundamental equation of state and simulation data for differentAr
xy along selected isotherms.
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Figure 10: Comparison of the present fundamental equation of state with thermodynamic properties obtained from molecular simulation
data.
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Figure 11: Physical behavior of some thermodynamic properties: VLE curves together with the rectilinear diameter (topleft), pρT data at
extreme conditions (top right), speed of sound (center left), residual isochoric heat capacity (center right), secondand third virial coefficients
(bottom left), and ideal curves (bottom right).
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Table 4: Average absolute relative deviations between experimental or simulated VLE data and the values calculated from the present
fundamental equation of state.

Source AAD/%
LT MT HT

Vapor pressure
Olson (1977) [19] 0.41 1.03
Calado et al. (1996) [9] 1.23
Chao et al. (1986) [6] 0.13
Coles & Popper (1950) [10] 1.23 0.31
Giauque & Gordon (1949) [11] 0.16 0.07
Giles & Wilson (2006) [12] 0.55
Hess & Tilton (1950) [14] 0.74
Kistiakowsky & Rice (1940) [15] 0.67
Lide (2005) [7] 0.18 0.17
Maass & Boomer (1922) [16] 0.97 0.70
McDonald et al. (1959) [17] 0.18 0.31
Walters & Smith (1952) [5] 0.41 1.74
Mock & Smith (1950) [18] 7.52
Gillespie et al. (1985) [13] 0.93
This work 22.80 1.77
Saturated liquid density
Olson (1977) [19] 0.21 0.15
Wurtz (1859) [28] 0.25
Walters & Smith (1952) [5] 1.36 4.27
Perkinsen (1893) [27] 0.31
Maass & Boomer (1922) [16] 0.11 0.78
Francesconi & Comelli (1995) [26] 1.67
Francesconi & Comelli (1994) [25] 1.68
Comelli & Francesconi (1995) [23] 1.47
Comelli & Francesconi (1996) [24] 2.08
Comelli & Francesconi (1991) [22] 1.36
Auwers (1918) [21] 0.22
This work 0.33 0.34
Saturated vapor density
Walters & Smith (1952) [5] 2.58 19.13
Olson (1977) [19] 1.51 4.86
(LT) T < 0.6Tc

(MT) 0.6Tc ≤ T ≤ 0.98Tc

(HT) T > 0.98Tc
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Table 5: Calculated values of properties for algorithm verification.
T / K p /MPa ρ / mol · dm−3 h / J ·mol−1 s / J ·mol−1 · K−1 cv / J ·mol−1 · K−1 cp / J · mol−1 · K−1 w /m · s−1 a / J · mol−1

200a 0.0007171788 22.4762797391 -33442.98983 -122.0751209 54.1084845521 81.5266043374 1794.54046849 -9027.99755819
200b 0.0007171788 0.0004315688 -4103.02312658 24.624712616828.276210133 36.6153026833 220.943064557 -10689.7605167
300a 0.1852431635 19.5606827885 -25005.6597986 -88.0098778297 58.0568818562 89.6975069336 1152.98334772 1387.83337153
300b 0.1852431635 0.0776886235 -298.78451672 -5.6536268902 41.4426537002 51.8388241926 254.127483231 -987.127466278
400a 2.3448898851 15.5640200379 -14928.2462422 -59.5392920537 69.0464048677 117.352380776 590.414507618 8736.80963958
400b 2.3448898851 0.9448808588 2699.82561728 -15.469112405162.6390709898 93.32073484 238.903280942 6405.79274309
500 1 0.2509683066 11943.4908179 11.6066851136 67.9588531662 78.0665039031 315.413932985 2155.58138999
500 10 5.5466493279 2602.95313485 -22.6269845215 81.9472541876 256.331691752 214.249497553 12113.5551444
(a) saturated liquid phase
(b) saturated vapor phase

= 10 MPa. The uncertainties of the homogeneous density in thegaseous phase are 0.1% forT > 360 K and up
to 0.6% for lower temperatures. The uncertainties of the vapor pressure are 0.5% forT <300 K and up to 0.8%
for higher temperatures. For the saturated liquid density,it is difficult to make a statement on the uncertainty
because of the poor data situation. It is about 0.25% forT < 300 K, and up to 1.5% for higher temperatures. The
speed of sound in the gaseous phase was reproduced within 0.15% for T < 360 K. Higher temperatures were
represented within 0.1%. All deviations are larger in the critical region. Using molecular simulation data, the
range of validity was extended to the liquid state up to a maximum temperature and pressure ofTmax = 1000 K
andpmax = 700 MPa. Because of the special data situation, the physicalbehavior of the FEOS in regions where
no experimental data are available was carefully monitored. The extrapolation behavior is reasonable. Reference
values are given in Table 5 to verify computer implementation of the FEOS.
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Appendix A. Ancillary equations

For computer calculations it is helpful to use ancillary equations to generate starting values for density it-
erations. Therefore ancillary equations for vapor pressure, saturated liquid density, and saturated vapor density
were developed. The equations and parameters are given below, cf. Table A.6. These ancillary equations are not
reference equations, thus the FEOS has to be used in order to calculate accurate saturation properties.
Vapor pressure:

ln
pv

pc
=

Tc

T

5
∑

i=1

ni

(

1−
T
Tc

)ti

. (A.1)

Saturated liquid density:

ln
ρ′

ρc
=

5
∑

i=1

ni

(

1−
T
Tc

)ti

. (A.2)

Saturated vapor density:

ln
ρ′′

ρc
=

6
∑

i=1

ni

(

1−
T
Tc

)ti

. (A.3)
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Table A.6: Parameter values of the present ancillary equations for vapor pressure, saturated liquid density, and saturated vapor density.
Eq. (A.1) Eq. (A.2) Eq. (A.3)

i ni ti ni ti ni ti
1 -0.74136D+01 1 0.6610D+00 0.25 -0.10592D+01 0.3
2 0.19870D+01 1.5 0.4045D+01 0.7 -0.10712D+02 0.91
3 -0.66330D+01 3.5 -0.4488D+01 1.2 0.16812D+02 1.6
4 0.71500D+01 4.3 0.3445D+01 1.75 -0.27664D+02 2.26
5 -0.47200D+01 5.2 -0.9230D+00 2.4 -0.54968D+02 6.6
6 -0.20428D+03 17

Table B.7: Sigma (σ) and epsilon (ǫ) denote the length and energy parameter of the Lennard-Jones (LJ) potential, respectively.kB is the
Boltzmann constant.µ denotes the dipole moment of the point dipole. All coordinates are in principal axes with respect to the center of mass.
The orientation of the point dipole is defined with Euler angles:ϕ is the azimuthal angle with respect to thex-y-plane andθ is the inclination
angle with respect to thez-axis.

Site x/Å y/Å z/Å σ/Å ǫ
kB
/K θ/deg ϕ/deg µ/D

CH2 0.78 0 -0.48431 3.5266 84.739
CH2 -0.78 0 -0.48431 3.5266 84.739

O 0 0 0.73569 3.0929 62.126
Dipole 0 0 0 0 0 2.459

Appendix B. Molecular model

The coordinates and parameters for the molecular model of ethylene oxide are given in Table B.7.
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