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Abstract

This work presents the molecular simulation prograr?® that is designed for the calculation of thermodynamic
properties of bulk fluids in equilibrium consisting of smelléctro-neutral molecules:s2 features the two main
molecular simulation techniques, molecular dynamics (MD) Monte-Carlo. It supports the calculation of
vapor-liquid equilibria of pure fluids and multi-componenixtures described by rigid molecular models on the
basis of the grand equilibrium method. Furthermore, it isadde of sampling various classical ensembles and
yields numerous thermodynamic properties. To evaluatetikenical potential, Widom'’s test molecule method
and gradual insertion are implemented. Transport praggedie determined by equilibrium MD simulations
following the Green-Kubo formalismms2 is designed to meet the requirements of academia and igdustr
particularly achieving short response times and straoghiird handling. It is written in Fortran90 and optimized
for a fast execution on a broad range of computer architesfigpanning from single processor PCs over PC-
clusters and vector computers to high-end parallel mashifbe standard Message Passing Interface (MPI) is
used for parallelization and s2 is therefore easily portable onto a broad range of compupletforms. Auxiliary
feature tools facilitate the interaction with the code amgihterpretation of input and output files. The accuracy
and reliability ofms2 has been shown for a large variety of fluids in preceding work.
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Computer:The simulation progranns2 is usable on a wide variety of platforms, from single prooessachines
over PC-clusters and vector computers to vector-paraltbiectures. (Tested with Fortran compilers, gfortran,

Intel compiler, PathScale compiler, Portland Group coer@hd Sun Studio compiler)

Memory:ms2 runs on single processors with 512 MB RAM. The memory demasgd with increasing number

of processors used per node and increasing number of metecul
Distribution format:tar.gz

Keywords: Molecular simulation, molecular dynamics, Monte-Carleargd equilibrium method, vapor-liquid

equilibrium, transport properties, parallel algorithms
Programming language use&ortran90

External: Message passing interface (MPI).
Classification:7.7, 7.9, 12

vectorised:Yes. Message Passing Interface (MPI) protocol

Scalability: Excellent scalability up to 16 processors for molecularaiyits and> 512 processors for Monte-

Carlo simulations.

Nature of problemCalculation of application oriented thermodynamic praiestfor rigid electro-neutral molecules:
vapor-liquid equilibria of pure fluids and multi-componeniktures, thermal and caloric data as well as transport

properties.

Method of solutionMolecular dynamics, Monte-Carlo, various classical erdes) grand equilibrium method,

Green-Kubo formalism

Restrictions:None. The system size is user-defined. Typical problemseaddd byms2 can be solved by

simulating systems containing typically 2000 moleculekess.

Unusual FeaturesAuxiliary feature tools are available for creating inpué$] analyzing simulation results and

visualizing molecular trajectories.
Additional commentsSample makefiles for multiple operation platforms are peui

DocumentationDocumentation is provided with the installation package iaravailable at

http://wuw.ms-2.de.

Typical running timeThe running time ofns2 depends on the specified problem, the system size and thesnumb
of processes used in the simulation. Running four processes’Nehalem” processor, simulations calculating

vapor-liquid equilibrium data take between two and 12 hpoasculating transport properties between six and
24 hours.



2. Introduction

Due to the advances in computing power, methodologicalieffty and the development of accurate force
fields, it is understood that "molecular modeling and sirtiatawill become a breakthrough technology that is
widely accepted in the chemical industry and applied in godjion with other predictive methods to meet the
industry’s evolving fluid property data needs” [1]. At there®f this prospect lies the sound physical basis of
molecular modeling and simulation. It allows to adequatidgcribe structure, energetics and dynamics on the
microscopic level, which govern material properties onrtteeroscopic level. Therefore it provides convenient
access to thermodynamic properties, particularly if theydifficult or expensive to obtain by experiment, e.g.
at high temperatures and pressures, or may not be measuwakdeat). when new substances are not available
in sufficient quantity. Furthermore, for toxic, explosivein any other way hazardous substances, measuring
thermodynamic properties experimentally can be unfeasitén at moderate thermodynamic conditions, while
molecular modeling and simulation offers a reliable ro2fe [

Presently, the chemical industry extends the scope of théymamic models that are regularly used from phe-
nomenological equations of state (EOS) or excess Gibbgemeodels to more advanced types, such as sta-
tistical EOS like SAFT [3, 4] or continuum solvation modelel COSMO-RS [5, 6]. It should be noted that
all these advanced models are developed using a bottompupaagh, i.e. bridging molecular properties to the
macroscopic level. These methods mainly offer access teggted properties, such as the Helmholtz energy of
bulk fluids and its derivatives. Regarding transport prtpsythey are not useful.

Molecular modeling and simulation is applicable with veeyfconstraints as both static and dynamic thermo-
dynamic data may be calculated, be it in bulk fluids or in carfients. Both, equilibrium or non-equilibrium
conditions, may be studied. Additionally, detailed ingigtio the mechanisms on the microscopic level is pro-
vided. This versatility, however, is associated with a satigal computational effort which is orders of magni-
tude larger than needed for the methods mentioned aboweitidreally, molecular simulations were carried out
in computing centers of national institutions or univeesiton powerful computing equipment, which is usually
unavailable even in large chemical companies.

However, with the increase in computer power, moleculauttions become feasible even off the shelf, if suit-
able simulations programs are available. The scope of datssaible within reasonable times even for industrial
workflows is increasing rapidly. Using molecular modelimglaimulation can therefore contribute for a reduc-
tion of process development time and production costs [7].

Molecular modeling and simulation is rewarding, becaugeadvides reliable predictions of essentially all ther-
modynamic properties in a consistent manner [8]. Molecoiadels yield predictions for any property at any
condition. This is of particular interest for industrial@ications, where a wide variety of properties needs to be
known.

To further stimulate this issue, the Industrial Fluid Pnties Simulation Collective [1] has organized six Simula-
tion Challenges to date [8, 9, 10, 11, 12, 1]. The goal of ttgsrilation Challenges is to assess the capabilities

of molecular methods regarding typical industrial taskisere classical methods are insufficient.



The present paper presents a molecular simulation programedms2, which successfully competed in two
Simulation Challenges, finishing second place 2006 [11]fastplace the following year [8]ms2 is aimed at
the calculation of thermodynamic properties that are ngéddeapplications in the chemical industry, without
requiring expert knowledge by the user. It was developedidid molecular models with a focus on condensed
phases, covering mixtures containing an arbitrary numbsmall molecular species.

The simulation programs2 is optimized for a fast execution on a broad range of compartgritectures, span-
ning from single processor PCs over PC-clusters and vectopaters to high end parallel machines. Itis a
standalone Fortran90 code that does not require any ldsrar have any other software prerequisites:?2 is
provided as a source code. It only needs to be compiled. Tinetste ofms2 is modular and object-oriented, ex-
cept at the very core of energy and force calculations, whenge structural compromises were made to achieve
a better performance.

ms2 is aimed at homogeneous bulk systems in equilibrium. For \¢hEulations, the coexisting phases are
simulated independently and subsequently. Thus, it isllysswafficient to sample molecular systems contain-
ing in the order ofl0®> molecules to obtain statistically reliable results [13]pplying standard cut-off radii,
the intermolecular interactions are evaluated roughlyaithé maximal distance, which is given by the edge
length of the cubic simulation volume. Therefore, spate&dta@mposition schemes for parallelization are not re-
warding. Instead, Plimpton’s method [14] was implementedgfrallel execution of molecular dynamics (MD),
which scales reasonably well up to 16 or 32 processors, dépgin the particular architecture. For Monte-
Carlo (MC), a optimal parallelization scheme was introdlj¢aking advantage of the stochastic nature of such
simulations. The computing resources are splitted intglsiruns each on one node, sampling the phase space
independently. Both parallelization methods allow for shiesponse timés A typical molecular simulation

of a vapor liquid equilibrium state point takes roughly siowuins on a current workstation. The main expenses
for determining thermodynamic data silico are installation and maintenance of computing equipmeahoan
computing time, which is presently below US$ 0.35/CPU-Ha&6i.

The simulation program.s2 presented here was developed in a long-time cooperatiomaieers and computer
scientists. With the release ofs2, it is intended to facilitate the transfer of a state of thiessud user-friendly
molecular modeling and simulation package to academigutisins and the chemical industry. The release
package consists of the simulation progress® itself and auxiliary feature tools for setup and analysis|ud-

ing a simple 3D visualization tool to monitor the molecutajéctories. Furthermore, accurate molecular models
for more than 100 small molecules are provided.

In sections 3 and 4 of this papet,s2 and the implemented thermodynamic properties are outlimeskection 5,

the structure of the code is explained, while section 6 caoewpis performance to similar simulation programs
and section 7 describes the auxiliary feature tools. Se@iof this paper draws a conclusion and offers a brief

outlook on future developments and improvements.

1Under “response time* we understand the real time diffezdv@tween submission and termination of a simulation run.



3. Simulation program ms2

The simulation programs2 is capable of sampling the phase space for rigid electrarslemolecules by ap-
plying the two most fundamental molecular simulation teéghas, i.e. MD and MC. MD simulations rely on
the numerical solution of Newton’s equations of motion: dgpoint in time, the intermolecular interactions, in
particular the resulting forces and torques, are evalumteldreated as constant for a specified time step. They
are the driving forces of the molecular motion. The disptaepts for the time step are calculated on that basis,
resulting in a new configuration. This process is repeatedi@op. The chronologically ordered configurations
are a time discretized approximation of a molecular pradgsth static and dynamic thermodynamic properties
are determined via time averages. MC simulation exploreptiase space stochastically for a given molecular
system. Molecules in the simulation volume are displacadaanly. The probability of accepting the displace-
ment is chosen such that a representative set of confignsagmbtained. The Markov chain of configurations

generated in this way allows for a rigorous calculation afisthermodynamic properties via ensemble averages.

3.1. Overview

The simulation programms2 allows for the determination of static and dynamic thermmadyic properties in

equilibrium. The implemented static properties are:

e Thermal and caloric properties

Chemical potential

Vapor-liquid equilibria

Henry’s law constant

Second virial coefficient

The transport properties can be calculated on the fly duridd@aimulation with a reasonable additional com-

putational effort using the Green-Kubo formalism [16, TThe implemented dynamic properties are:
¢ Self-diffusion coefficient
e Maxwell-Stefan diffusion coefficient
e Shear viscosity
e Bulk viscosity

The model class that is supported 2 covers rigid multi-center Lennard-Jones (LJ) 12-6 intBoacsites
with an arbitrary number of superimposed electrostatesdit8, 19, 20, 21]. The supported electrostatic models
are point charges, point dipoles and point quadrupoles;iwtén be positioned anywhere within the molecule.
Currently,ms2 is designed for electro-neutral species.

The quality of thermodynamic properties calculated by rooler simulation is basically determined by two fac-

tors: first, the employed molecular model, i.e. the forcafiethich fully defines the thermodynamic properties



and deviates to some degree from the behavior of the reaj flaitbnd, the sampling of the phase space during
simulation, which is associated with statistical uncertias.

Molecular models have been investigated with2 in numerous cases in the past [22, 23, 24, 25, 26, 27, 28].
For many of these models, the geometric and electrostdécaiction parameters were passed on from ab-initio
calculations. The remaining parameters were adjustedotmdece the vapor pressure and the saturated liquid
density of the regarded pure substance. These moleculalsy@dmbined withns2 and its analysis methods,
allow for time-efficient high quality simulations.

The second factor can be influenced for a given simulatiomatkby the number of molecules and the number

of sampled configurations. The more data, the lower thessitatl uncertainties.

3.2. Methods
3.2.1. Ensembles

Following ensembles are currently supportedis?:
e canonical ensemble\VT") - MD and MC
e micro-canonical ensemblé&(/ E) - MD
e isobaric-isothermal ensembl&/'$T") - MD and MC
e grand equilibrium method (pseudd<T) - MC

Most of these ensembles are well known and widely in use [2ZBgrefore, the discussion is restricted here to
the grand equilibrium method, since it was developed rég¢3®] and is probably new to many readers.

The grand equilibrium method is a technique to determineMhE of pure substances or mixtures. It is a
two-step procedure, where the coexisting phases are seduladependently and subsequently. The specified
thermodynamic variables for the VLE are the temperafuasd the compositio® of the liquid. In the first step,
one NpT simulation of the liquid phase is performedZata and some pressugg to determine the chemical
potentialsu! and the partial molar volumes of all components, which corresponds to the molar volumesec

of a pure substance. If the entropic properties are detewriiy Widom'’s test molecule method [31], both MD
or MC can be used to sample the phase space. A more advanbedjtexfor these properties is implemented
in combination with MC, i.e. gradual insertion [32, 33] (desow). On the basis of the chemical potentials and

partial molar volumes aiy, first order Taylor expansions can be made for the pressyendence

,U/i (T7 va) ~ ,U/i (T7 :vaO) + Uzl'(Tv $7p0) : (p - pO) . (1)

Note thatms?2 yields y; (T, x, p) — pi(T), wherepid(T') is the temperature dependent part of the ideal gas
contribution to the chemical potential of the pure compmnﬁhid(T) does not need to be determined for VLE
calculations, because it cancels out when Eq. (1) is equatta corresponding expression for the vapor.

In the second step, one pseud®<’ simulation [30] is performed for the vapor phase on the baSEq. (1)

that yields the saturated vapor state point of the VLE. Thisukation takes place in a pseudo ensemble in the



sense that the specified chemical potentials are not canbtardependent on the actual pressure of the vapor
phase. However, experience based on hundreds of systen28]2hows that the vapor phase simulation rapidly
converges to the saturated vapor state point during ecgfiidn so that effectively the equilibrium chemical
potentials are specified via the attained vapor pressure nlimber of molecules varies during the vapor phase
simulation of the grand equilibrium method. Starting fromsecified number of molecules in an arbitrarily
chosen gaseous states2 adjusts the extensive voluméafter an equilibration period so that the vapor density
does not have to be known in advance.

The grand equilibrium method has been widely used and casgdavorably to other methods used for vapor

liquid equilibrium simulations, as shown in section 6.

3.2.2. Integrators, thermostat and barostat

In ms2, two integrators are implemented to solve Newton’s equatad motion during MD simulation: Leapfrog
and Gear predictor-corrector. These integrators are walhk and described in literature [29]. The leapfrog
integrator is a second order integrator that requiree ldtimputational effort, while being robust for many ap-
plications. The error of the method scales quadraticaliy whe length of the chosen time step. The Gear
predictor-corrector integrator is implemented with fifttder and is more accurate for small time steps com-
pared to the Leapfrog integration [29]. The computatioreghdnd for both integration schemes is similar as
implemented inns2. The Gear integration, though being of higher order, is @nB#6 slower than the Leapfrog
algorithm for the total calculation of one MD time step withrelecular model composed of three LJ sites,
having three rotational degrees of freedom.

For MC, the Markov chain is generated by repeatedly dishgrktie system by translational or rotational motion
of a molecule and evaluating the resulting configuratiorik véspect to energy using Metropolis acceptance cri-
terion. The thermostat incorporatedirs2 is velocity scaling. Here, the velocities are scaled suahttie actual
kinetic energy matches the specified temperature. Thengcialiapplied equally over all molecular degrees of
freedom. The pressure is kept constant using Anderserdstagin MD, and random volume changes evaluated

according to Metropolis acceptance criterion in MC, resigely.

3.2.3. Basics on simulations withs2

The basic molecular simulation techniques employed 2 are well described in the literature [29, 34, 35] and
are thus not repeated here. All non-standard methods thatn@iemented inns2 are introduced in section 4
or the Supplementary Material. The following paragrapleftyidescribes the most significant assumptions and
techniques employed im.s2.

Simulations withms2 are performed in a quasi-infinite Cartesian space, usiriggieloundary conditions [36]
and the minimum image convention [37]. The molecular intBoas are considered to be pairwise additive,
like in most other simulation packages. Including threed amany-body interactions leads to an increase in
computational effort while the benefits are questionabls.udual, the computational effort ins2 is reduced

by the introduction of a cut-off radius, up to which the imterecular interactions are explicitly evaluated. The

contributions of interactions with molecules beyond theaffiradius are accounted for by correction schemes.



For the electrostatic models, the reaction field methoddkided, while for the dispersive and repulsive interac-
tions, a homogeneous fluid beyond the cut-off radius is asdurhe long range contributions are added to all
thermodynamic data that are calculatedrin2.

Many thermodynamic properties calculated witlk2 are residual quantities, indicated by the superscript’’res
To compare them to data that are measured on the macroseeglicthe solely temperature dependent contribu-
tions of the ideal gas have to be added. These ideal propargeaccessible e.g. by quantum chemical methods

and can often be found in data bases [38].

3.3. Thermodynamic properties

The simulation programns2 calculates the thermodynamic properties from the trajeezqMD) or Markov
chains (MC) on the fly. The results are written to file with adfied frequency during the course of the sim-
ulation. The statistical uncertainties of all results astneated using the block averaging method according to

Flyvbjerg and Petersen [39] and the error propagation law.

3.3.1. Density, pressure, internal energy and enthalpy

The static thermodynamic properties accessiblenvi@ depend on the chosen ensemble. At constant tempera-
ture and volume ¥ VT ensemble), e.g. the pressure is determined by the viriakegnil’. Other important
thermodynamic properties are accessible at constant tamope and pressure. In thépT ensemble, the vol-
ume is a fluctuating parameter that on average yields thenekorresponding to the specified temperature and
pressure. In both ensembles, the residual internal ensrifpeisum of all pairwise interaction energigs and

the appropriate long range correction. The residual epghallinked to the residual internal energy, pressure

and volume of the system using the thermodynamic definition.

3.3.2. Second derivatives

The implemented second derivatives vary with the employestmble. In theVV'T ensemble, the residual
isochoric heat capacity.>® is determined by fluctuations of the residual potential gnérs. The partial
derivative of the potential energy with respect to the vatiahconstant temperatu(réU res / 8V) - is determined
by fluctuations of the residual potential enefdi?* and the viriallV'.

In the NpT" ensemble, the residual isobaric heat capagfty the isothermal compressibilityr and the volume
expansivitya,, are functions of ensemble fluctuations [29]. The residudlasic heat capacity,™ is related to
fluctuations of the residual enthalgy**s and the isothermal compressibilifiy- is calculated from the volume
fluctuations. The partial derivative of the residual enplgakith respect to the pressure at constant temperature
(8Hres/8p)T is determined by fluctuations of volume and residual inteenargy and the volume expansivity
o, again to volume and residual enthalpy fluctuations.

The speed of soundis the velocity of a sound wave traveling through an elastdium. It is defined by the
isothermal compressibilitgr, the volume expansivity,,, the isobaric heat capacity and the temperatufg.

In ms2, the speed of sound is calculated both for pure componedtmatiures in theNpT ensemble.



3.3.3. Chemical potential

The chemical potential of a given component can be sepamatedhe temperature dependent pajt(7)

of the ideal gas contribution to the chemical potential & gure component and the remaining contribution
i (T, x,p) — pi4(T). The solely temperature dependent ideal gas contributioneds out in the calculation of
phase equilibria and is therefore not implementechk2. The chemical potential depends on the real substance
behavior due to the molecular interactions and can be detechwith ms2 using two different techniques:

Widom'’s test molecule method and gradual insertion.

Widom. A conceptually straightforward approach to calculate thengical potential of a componentvas pre-
sented by Widom [31]. It allows for a determination of the icheal potential with low computational cost, both
for pure substances and mixtures. For a three-center LJ fhedcomputational demand is shown in Table 1.
The execution time for the determination of the chemicaéptéal increases roughly linearly with the specified
number of test molecules that are sampled.

The accuracy of the calculation varies with the number dfrtedecules and the density of the investigated fluid.
For very dense fluids, the results are subject to poor statishd the method may even fail. Within limits, lower
statistical uncertainties of the chemical potential camtigieved by inserting a large number of test molecules

into the simulation volume.

Gradual insertion. A more advanced method to determine the chemical potentiéth is reliable also at very
high densities, is gradual insertion. It is briefly descdilvere, further details including all parameters are dis-
cussed in literature [32, 33, 40, 41].

Instead of inserting complete test molecules, a fluctuatiotecule is introduced into the simulation, which can
appear in different states of coupling with the other molesuln the decoupled state, the fluctuating molecule
does not interact at all with the other molecules, while ia finlly coupled state, it acts like a real molecule of
the specified component Between these states, a set of partially coupled state® lmesdefined, each with a
larger fraction of the real molecule interaction, cf. Figar.

The N-1 real molecules plus the fluctuating molecujén the state form a set of sub-ensembles, which can be

depicted by the following scheme
[N+ m] < [N+m]< ..o [N+m] o .o [N+mp_1] & [N+ 2

To switch between neighboring sub-ensembles, an additioage is introduced in a standard MC simulation.
The probability of accepting a change of the fluctuating rodlie from a state of couplingto a state of coupling
m is given by

wm - wl ))

. Wm
Pacc(l — m) = min (1, w_l exp ( — k'BiT

where; denotes the interaction energy of the fluctuating moleaulthé state with all other N — 1 real

®)

molecules andg T is the Boltzmann constant multiplied by the temperatures States of coupling are weighted

by the weighting factors); to avoid an unbalanced sampling of the different statespdtiied, the weighting



factors are adjusted during simulation, depending on timetaus of timesV, the fluctuating molecule appeared

in statel, according to

s(k
i = wp i @

The fully coupled staté: serves as a reference state for the weighting factors. Letaation around the

fluctuating molecule is enhanced by biased translationdlratational moves in the vicinity of the fluctuating
molecule throughout the simulation [33]. The chemical ptigé i; (T, =, p) — pi*(T) of component is then
determined by

N; wy, PI‘Ob[N + 7T0]

pi (T2, p) —ui—d(T)ZkBTlﬂvw—om% ®)

where Prob[V+ 7] and ProblV + 7] are the probabilities to observe an ensemble with the fateztg molecule

in the fully decoupled and fully coupled state, respectivel

The gradual insertion method yields good results for theriba potential even in cases where Widom'’s test
molecule method fails. Disadvantages of the method arexttemded simulation time and the additional effort

needed to define the fluctuating states.

3.3.4. Henry’s law constant

The solubility of solutes in solvents is characterized by ltfenry’s law constant. In solvents of a given com-
position, it is solely a function of temperature. The Heangw constanf{; is related to the residual chemical
potential of the solute at infinite dilutiony,;***>° as defined in e.g. [42] by

_res,co

H; = pkpT exp (“;BT ), (6)

wherep denotes the solvent density. The residual chemical pafesfta component at infinite dilution can often
be calculated using Widom'’s test molecule method. In thigca simulation of the solvent is performed in the
NpT ensemble and the saturated vapor pressure of the solveite, tha solute is introduced as an additional
component of the mixture with a molar fraction of zero. Thiéye, solute is only added in form of test molecules
to determine its chemical potential at infinite dilution. rietense phases, the chemical potential and thus the
Henry’s law constant can be calculated with the graduatiimsemethod, if Widom’s method fails. The number

of solute molecules in the simulation is reduced to one gsgmting the infinitely diluted molecule.

3.3.5. Second virial coefficient

The second virial coefficient is related to the intermolacplotential by [43]

o o u(rij, wi wj) | 2
B= 27r/0 dr”<exp( S ) 1>wi,wjrij’ (7)

where the(...) brackets indicate the average over the orientatisnandw; of two molecules and; separated
by a center of mass distaneg. The integrand, called Mayer$-function, is evaluated at numerous distances
in an appropriate rangens2 evaluates Mayer'¢-function by averaging over numerous random orientatians a

each radius.
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3.3.6. Transport properties
In ms2, transport properties are calculated using equilibrium.Miere, the fluctuations of a system around
its equilibrium state are evaluated as a function of timee Green-Kubo formalism relates these microscopic

fluctuations to the respective transport properties.

Diffusion coefficients.The self-diffusion coefficienD; is related to the mass flux of single molecules within a
fluid. Therefore, the relevant Green-Kubo expression isthas the individual molecule velocity autocorrelation
function [44]. Since all molecules contribute to the seffetsion coefficient, the autocorrelation function is
averaged over alN; molecules of componeritin the ensemble to achieve better statistics. In binaryunes,
the Maxwell-Stefan diffusion coefficierfd;; is defined by [45]

D;; = %Aii + i—;/\jj —Nij — Aji (8)

wherez; = N;/N andA;; can be written in terms of the center of mass velocity

1 '] N; N;
ANij=o= [ At} vir(0)- ) viu(t)) . ©)
3N /0 ; y l; !

From the expressions above, the collective character dftdeavell-Stefan diffusion coefficient is evident. This
leads to significantly less data for a given system size amel $tep and therefore to larger statistical uncertainties
than in case of the self-diffusion coefficient. Note thatatgpns for the Maxwell-Stefan diffusion coefficient are

implemented inms2 both for binary and ternary mixtures [45].

Shear viscosity.The shear viscosity, as defined by Newton’s "law” of viscosity, is a measure ofthgistance
of a fluid to a shearing force [46]. It is associated with themeatum transport under the influence of velocity
gradients. Hence, the shear viscosity can be related tartreeautocorrelation function of the off-diagonal

elements of the stress tenspr(44]

n= Vk:lgT /OOO dt (JEV(E) - J2Y(0)) . (10)

Averaging over all three independent elements of the steesor, i.e./;¥, J7* and.J}*, improves the statistics.
The componenf;¥ of the microscopic stress tenshyis given in terms of the molecular positions and velocities
by [46]

N-1 N
T =S met? - Y Y r gﬁ;ﬂ'. (11)
i=1 i=1 j Kl
Here, the lower indicesandk indicate then interaction sites of a molecule and the upper indicaady denote
the spatial vector components, e.g. for veloeityor site-site distancey;. The first term of Eq. (11) is the kinetic
energy contribution and the second term is the potentiabgreontribution to the shear viscosity. Consequently,

the Green-Kubo integral (10) can be decomposed into thrde, p&. the solely kinetic energy contribution, the

solely potential energy contribution and the mixed kingtitential energy contribution [46].

11



Bulk viscosity. The bulk viscosityn, refers to the resistance to dilatation of an infinitesimdlxte element
at constant shape [47]. The bulk viscosity can be calculbyeidtegration of the time-autocorrelation function
of the diagonal elements of the stress tensor and an adalitierm that involves the product of presswrand
volumeV, which does not appear in the shear viscosity, cf. Eq. (¥0)hé NV E ensemble, the bulk viscosity

is given by [44, 48]

= VIJBT /000 dt {(J2*(t) = pV (1)) - (J2*(0) — pV(0))). (12)

The diagonal componenf® of the microscopic stress tensy is defined analogous to Eq. (11). The statistics

v

of the ensemble average in Eq. (12) can be improved usinbrak independent diagonal elements of the stress

tensor/;*, J§¥ andJ;*. Egs. (11) and (12) can directly be applied for mixtures.

4. Simulation program ms2: Detailed description

This section describess2 in detail and important options for its application are doluced. It is intended to

allow for a better understanding of the simulation prograuth # facilitate access to the program features.

4.1. Input and output

ms2 was designed to be an easily applicable simulation progidrarefore, the input files are restricted to one
file for the definition of simulation scenario and one file fach of the molecular species that are used in the
simulation. The output files contain structured informatan the simulation. All calculated thermodynamic
properties are summarized in one output file, which is dttaigrwardly readable and self-explaining. For
a more detailed evaluation of the simulation, the instaedas and running averages of the most important
thermodynamic properties are written to other files. Inltdkee current status of the simulation and many more

details are written to six files and can be accessed duringuéra.

4.2. Reduced quantities

The simulation programs2 internally uses reduced quantities for its calculationsgfantities are reduced by

a reference lengthy, a reference energy and a reference massg, respectively. These reference values are
input variables and may, in principle, be chosen arbityaklowever, it is recommended to use a reference length
or in the order of3 A, a reference energy; /kg in the order ofl00 K and a reference massy, in the order of

50 atomic units. The reduction scheme for the most impoghwsical quantities is listed in the Supplementary

Material. From these properties, the reduced form of aleotjuantities can be derived. An exception in the

reduction scheme is the chemical potential, which is nomedlinms2 by kg7 instead ofg.

4.3. Molecular positions and orientations

The simulation programns2 updates only the positions of the centers of mass and thatatiens of the
molecules. From these values, the coordinates of the sitedeived on the fly. The center of mass of each
molecule is stored in Cartesian coordinates. The absobs#igns are reduced by the reference lengthand

scaled by the reduced edge length of the cubic simulationmwe] leading to position values in the range of
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—-0.5 < z, ¥y, z < 0.5. The advantage of this scaling scheme lies mainly in theiefficapplication of the
periodic boundary condition [36] and the minimum image @ontion [37].

The molecular orientations are stored using normalizetegoins [29]. Quaternions are a biunique representa-
tion that avoid divergence problems at low angles. Theiraligsvs for an efficient calculation of site positions,

while being less demanding concerning execution time andengthan updating and storing all site positions.

4.4, Initial configuration

It is important to define a stable and physically reasonafaliisg configuration for a simulation in a reliable
way. Inms2, the molecules are initially placed on a face-centeredddaltice in order to avoid overlaps between
molecules. For mixtures, the positions of the different@cale species are distributed randomly on the lattice,
ensuring a homogeneous distribution of all componentsarsiimulation volume.

After the initial molecule placement, the configuration &relaxed by translational and rotational MC moves.
This step is part of the initialization process and can tteeesbe performed regardless of the simulation technique
used. The number of relaxation moves is user defined andgbewhosen large enough to achieve a physically
reasonable starting configuration. For MD, the moleculessabsequently assigned with initial velocities such
that the temperature is specified and no net translatiomat@ational moment is present. It is recommended
to continue with a MD equilibration until a physically reasdle configuration and distribution of velocities
is achieved. The MC loops relax possible overlaps in théainionfiguration, whereas the MD equilibration
drives the system into a physically reasonable dynamicostate. Note that the equilibration process does not

contribute to the calculation of the thermodynamic prapsrt

4.5. Intermolecular interactions

4.5.1. Dispersive and repulsive interactions
In ms2, the dispersive and repulsive interactions between mtide@re reduced to pairwise interactiarj;T of
the different molecule siteisand;j, which are modeled by the 12-6-LJ potential [49]
ul = 4e((2) 7 = (5)°) (13)

Tij Tij
Here, the site-site distance between two interacting e$&énd; is denoted by:;;, while o ande are the LJ size
and energy parameters, respectively. The LJ potentialdelwiused and allows for a fast computation of these
basic interactions. It has only two parameters, whichifatds the parameterization of molecular models.
For pure components, the interactions between two diftdrdrsites are described by the Lorentz-Berthelot
combination rules [50, 51]. For mixtures, the combinatioles are extended to the modified Lorentz-Berthelot
rules, which include two additional parameterand¢ to describe the interactions between LJ sites of unlike

molecules [52]

o; +0j
Gij = ﬁTj 5 (14)
iy = 5,/81'&']‘ . (15)
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The two parameters scale all LJ interactions between migleaf different components equally. Arbitrary
modifications of the combination rules are possibtes2 allows the specification of and¢ for every molecule

pair independently and thus the free parameterizationeo€ttmbination rules.

4.5.2. Electrostatic interactions

ms2 considers electrostatic interactions between electrtrakmolecules. Three different electrostatic site type
models are available: point charge, point dipole and lipeémt quadrupole. The two higher order electrostatic
interaction sites integrate characteristic arrangenudrgeveral single partial charges on a molecule. The simu-
lative advantage of higher order polarities is faster elenand a better description of the electrostatic poténtia
of the molecule for a given number of electrostatic sited.[E®mbining two partial charges to one point dipole
reduces the computational effort withis2 by about 30%, combining three point charges to one point ayede
reduces the computational demand by even 60%. An additaxhaintage is the simplification of the molecular
model, which reduces the number of molecular model parasete the following, the implemented electro-
static interactions between sites of the same type areybdeficribed. The interaction potentials between unlike

electrostatic site types is presented in the SupplemeMatgrial.

Point charge. Point charges are first order electrostatic interacticgssiiThe electrostatic interaction between
two point chargeg; andg; is given by Coulomb’s law [29]

1 qgy
L O LV 16
uz] (Tz] 9 q’Lv QJ) 47T€0 rij ( )

This interaction decays with the inversergf and is therefore significant up to very large distances. Boru-
tational efficiency, the Coulombic contributions to thegudtal energy are explicitly evaluated up to a specified
cut-off radiusr.. The long range interactions with charges beyondre corrected for by the reaction field

method. Its application to point charges is discussed below

Point dipole. A point dipole describes the electrostatic field of two paihtirges with equal magnitude, but
opposite sign at a mutual distanee— 0. Its momenty is defined by = ga. The electrostatic interaction

between two point dipoles with the momeptsandy; at a distance;; is given by [29, 43]

DD Hilhj
wi; " (rij, 0i, 05, Gij, puis prj) = Imeq ;;j
ij

(sin 0; sin 0, cos ¢;; — 2 cos §; cos Hj) , a7

with 6, being the angle between the dipole direction and the distaactor of the two interacting dipoles and
¢;; being the azimuthal angle of the two dipole directions, dfjuFe 2. Inms2, the interaction between two
dipoles is explicitly evaluated up to the specified cut-affiusr.. The long range contributions are considered

in ms2 by the reaction field method [29].

Linear point quadrupole A linear point quadrupole describes the electrostatic fiettliced either by two
collinear point dipoles with the same moment, but oppositentation at a distance — 0, or by at least

three collinear point charges with alternating sign-{2q, ¢). The resulting quadrupole momegtis defined by
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@ = 2aq. The electrostatic interaction between two linear poirddupoles with the momengg; andQ; at a

distancer;; is given by [43, 54]

1 3QiQ,
u? (rig, 0,05, 645, Qi Q) “Ireod 5
7

[1—5((cos0;)* + (cos8;)%) — 15(cos 6;)*(cos 6;)*+ (18)

2(sin 0; sin 0; cos ¢;; — 4 cos §; cos Hj)z] )

where the angle®;, 0; and¢;; indicate the relative angular orientation of the two pouradrupoles, as discussed

above. Note that no long range correction is necessary ifoirtteraction type if the fluid is isotropic.

Reaction field methodThe truncation of interactions between first and secondrai@etrostatic sites leads to
errors that need to be corrected. The reaction field methdddH] is implemented imns2 for this task, being
widely used and well accepted [56, 57]. Its advantages aneracy and stability, while requiring little compu-
tational effort compared to other techniques like Ewald suation [58]. However, it is limited to electro-neutral
systems, thuss2 is currently restricted to electro-neutral molecules. Bhsic assumption of the reaction field
method implemented ims2 is that the system is sufficiently large so that tinfoil boandconditions £, — o)

are applicable without a loss of accuracy. This is the cas&fe- 500 [59, 60, 61, 62].

4.6. Cut-off modes

ms2 supports two different cut-off modes: the site-site cutaofd the center of mass cut-off. The site-site cut-off
mode explicitly considers the interactions between atissihat are within a distance af. Beyondr., the long-
range contributions to the energy and pressure are estirbgtanalytical functions assuming a homogeneous
fluid [29]. A disadvantage of the site-site cut-off ariséspolecular models contain point charges. In many cases
close tor., molecules are only partially considered in the explicltakation, cf. Figure 3. The point charges
within the cut-off radius may be unbalanced so that an olvenalrge within the cut-off sphere might occur. For
this condition, the reaction field is not valid.

A more robust alternative is the center of mass cut-off motteconsiders all interaction sites of different
molecules explicitly, if their molecular centers of mase aithin the cut-off radius. The long-range contri-
butions beyond-. due to LJ interactions are approximated by the formulatmfisustig [63]. Note that the

computational advantage of the center of mass cut-off muocteases with the number of sites per molecule.

4.7. Monte-Carlo algorithm

Thermodynamic properties are determined by MC simulatiaravMarkov chain of molecular configurations.
In ms2, this Markov chain is generated by executing a loopgVafc moves per configuration, whergyc is

defined by
N

1
Nyc = 3 ZNi,DGF . (19)

=1
Here, N represents the number of molecules in the systemdngcr is the number of degrees of freedom

of moleculei. For MC simulations, three different moves are implemeinea 2, translational and rotational
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displacement of a single molecule and fluctuation of the Kitian volume. All three moves are well known and
widely in use [29] and thus not further discussed here.

The acceptance of MC moves is associated with energy diffeebefore and after that perturbation. To speed
up execution, it is avoided ims2 to calculate the old energy for each attempted move. Insteadpairwise
interactions of all molecules with all the remaining— 1 molecules in the system are stored ilVax N matrix.

The sum of each column and row of that matrix, respectivedyia¢s the potential energy of one particular
molecule. If a moleculée is assigned to be moved, its old energy is determined by gisyinming up all
contributions in column of the energy matrix. After the move, its new energy is deteeah by calculating
the pairwise interactions with the remaining molecules #wedndividual contributions are stored in a vector of
dimensionsV x 1. If the move is accepted, the vector replaces coldras well as rowi of the energy matrix.

If the move is rejected, the vector is discarded. The santeique is used for the virial contributions.

5. Implementation

In this section, the code design and implementation issues are discussed. These explanations of the source
code are intended to help understanding the program andtaueage the reader to further develop and improve
the code. New developers should get a smooth entry and tképibg to make fast adaptations to new problems.
Due to the experience of the core developers and the sitiyafoit an efficient numerical code, Fortran90 was
chosen as programming language. The program makes exdersg\of the concepts introduced with Fortran90,
notably modular programming. A wide variety of differentsilation setups is possible, each requiring different
computations. This variety leads to a need for a highly madstructure, where modules have clear-cut inter-
faces. Given such modularity, code parts that are not nefedétte user defined simulation setup, can be simply
skipped within the calculation. Besides avoiding if-staémts at computationally demanding points and there-
fore leading to a better data flow, this allows for an efficiemplementation of new functionalities, as existing
modules can be used whenever feasiblenk2, a stringent philosophy regarding modularization wasfeéd,
which is discussed in section 5.1. The runs need to be fastate well with increasing number of processors in
order to reduce response timess2 is parallelized with the Message Passing Interface (MR).[8Vhile MD
needs synchronization after every time step due to its hiéstic nature, MC can be executed embarrassingly
parallel, requiring synchronization only at the very encéafin. Furthermore, the by far most expensive part of

the code, calculating forces and potential energies, slyigectorized and optimized.

5.1. Modular structure

Goals.

The simulation programms?2 is intended to be flexible, expandable and easy to get famvilidh. Still, the
program has to be efficient and effective in its calculatisweh that the employed computer resources are
efficiently used and therefore, the response times are risadn The introduction of Abstract Data Types (ADT)
is a popular approach to reduce the complexity of a softwgstem, decomposing it into smaller subunits, which

are easier to maintain. The ADT model, with its data and cdx$traction, forms the basis of Object-Oriented
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Programming (OOP). It should be mentioned that OOP holdBectges regarding efficiency. Distributing the
data between objects can lead to data fragmentation aneatioins can occur, leading to a negative impact on

the performance. One objective was to introduce OOP cosgcepile still maintaining efficiency, cf. section 6.

Fortran issues.

Fortran90 modules are a further development of Fortraniheon blocks. A module may not only contain data,
but also define subroutines and user derived data types.dthe fact that module data and associated module
subroutines implement singletons from the start, groupiodule-defined user derived data types and associated
functions also allows an OOP-like programming style. A dreabmple will demonstrate this. The module

ms simulation, defined in the file msimulation.F90, contains the type TSimulation as well asstbroutines
e TSimulationConstruct ( this)
e TSimulationDestruct (this)
e TSimulationRunSteps (this, StepStart, StepEnd)

among others. The strict naming convention helps avoidiaghes in name space. All the subroutines above
receive a reference to an instance of TSimulation througHfitst parameter, namedis, and they serve as
(default) constructor, destructor or ordinary member fiamg respectively. In the following, constructs likkis

will be referred to as a classus2 does not strictly follow an OOP approach, because all dataehts can be

accessed directly, therefore there is no information lgidimough data encapsulation.

Class structure.

In order to keep the class hierarchy flats2 does not make use of inheritance and hence polymorphism. E.g
the module ms3ite contains the classes TSiteLJ126, TSiteCharge, Thitd®and TSiteQuadrupole, which
have data and functionalities in common, but are not derfk@d a common class. The class structure and the
relations between the classes are organized in six leveldepicted in Figure 4. Every class is located on a

certain level and hence has data and modules relevant evébk The six levels are intuitive:

1. Global — all data and functions of global use are handledp8&: whole code

2. Simulation — setup and control of the simulation. Scopaukation framework

3. Ensemble —the required ensemble is set up and initial2eope: molecular ensemble

4. Component—data and functions dealing with all molecoi@sgiven molecule type. Scope: one molecule
species

5. Molecule — data regarding the basic structure of a mote@dope: one molecule

6. Site — position of sites with respect to a molecule. Scope:site of one molecule

All subroutines on every level are task specific and implele®as modules. Depending on the simulation setup,
e.g. MD/MC or ensemble, the appropriate modules are engadeddually during simulation. The modules of

ms2 can coarsely be divided into following tasks:
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e initialization

simulation

accumulation

output

If a task spans more than one level, the corresponding maahulee topmost level is called, which in turn calls

modules on lower hierarchical levels and so on.

First level - global. The first level contains subroutines and variables that aeeled globally in all parts of the
simulation. The variables are mainly natural constants file Boltzmann constant, the Avogadro constant
N4 etc. Additionally, variables defining the simulation sefopthe given run are stored, e.g. the simulation
technique and the ensemble type. These variables detetingrtgpe of calculation and are assigned according
to user specifications to the levels belowrirs2. Subroutines that are stored on this level are also of global
use inms2. These are basic routines for input into the simulation mogand output into files, as well as
more advanced routines for automated communication betWwaslware and program via signals. The latter
routines are of particular interest for running2 on high performance computers, where possible data loss can

be avoided by automated communication between clustersrartethe program.

Second level - simulationOn the second level, the simulation flow is controlled. Threwation is initiated,
started and sustained. This includes controlling the lepfithe simulation and its output. User specifications
concerning the simulation setup are read and the corresppgtbbal variables are assigned accordingly. Fur-

thermore, all simulation quantities and averages are aadlgnd written to file.

Third level - ensembleOn the third level, the simulation is organized accordinthiospecified ensemble. The
respective ensemble is initialized, by characterizingghsemble setup and defining e.g. the volume and the
composition of the molecular species in the simulation r@u In addition, the initial positions and veloci-
ties of all molecules are distributed. Furthermore, theinms for the subsequent simulation are assigned on
this level. The time integration or the Markov chain, regpety, is performed and the ensemble averages of

thermodynamic properties are calculated during the sitiaunaun.

Fourth level - componentOn this level, the molecule species (component) and thidractions are addressed.
The class structure has three distinct branches. While rstebfianch deals with issues regarding structure and
properties of one component at a time, the second branch dethl interactions between molecules of one or
two components. The third branch contains all routinesteraccumulation of data, determining the average
value of the data as well as their statistical uncertainfiée first two branches will be discussed in more detail.
The first branch deals with the structure of one individuahponent. An instance of the class component stores
center of mass position, orientation, velocity etc. of guaolecule of one species, e.g..®. The contained

modules deal with calculations of all molecules of this $ggce.g. modules for solving Newton'’s equations of

18



motion, kinetic energy calculation, atom to molecule tfarrmation and vice versa. Furthermore, this branch
is responsible for the initialization. It reads the molecuinodel for every component, calculates positions,
introduces the reduced quantities etc.

The second branch deals with interactions between moleotitee same or different type. Therefore, it contains
all force and potential energy calculations, which are tbeputationally most expensive parts by far. This
branch is highly vectorized to achieve a fast calculatiomdrticular if executed in vector-parallel. The modules
in this branch are simulation technique specific, i.e. MD @.Nh a MD simulation, first, the interaction partners
of every molecule are determined, i.e. other moleculestes siithin the cut-off radius. Then the interaction
energies and virial contributions as well as the resultmgds and torques are calculated and summed up for
every molecule.

In a MC simulation, the modules are designed to calculatgthelenergy and the virial. Forces are not evaluated
and the corresponding algorithms are therefore entirelittechin these modules. For MD, all interactions
of one component-component pair are calculated in one £aleomodule. For MC, the modules are finer-
grained, calculating all interactions of one componentyonent pair by determining every molecule-molecule

interaction individually. The corresponding modules #mestcalled more frequently than in case of MD.

Fifth level - molecule.The basic information on a molecular model is stored on #&isll such as mass, moment

of inertia tensor, rotational degrees of freedom etc. Hidgaeel modules access these data via the class molecule.

Sixth level - site.Here, the assembly of a molecule is stored. The data are ysadjber level modules to
determine the site positions from the molecular positiom$ arientations. This allows for the calculation of
site-site interactions. It should be noted that2 only integrates (MD) or accepts (MC) center of mass position
and orientations. Site specific data are calculated foryesiarulation step on the fly.

5.2. Parallelism

The source code is implemented for an efficient parallelistin eistributed memory, using the MPI [64] standard

for communication. The program uses the following MPI calls
e MPI_Init, MPI_Finalize, MPLCommrank, MPLCommsize to set up basic MPI functionality
e MPI_Abort to stop the program in case of an error
e MPI_Barrier, MPLWtime and MPIWtick within the stopwatch class
e MPI_Bcast, MPIReduce, MPIAllreduce for simulation data exchange

Exclusively collective communication is used, an approsuitable for molecular simulations, where the cut-
off radius is in the order of the simulation volume edge l&ndtor MD simulations withms2, only the force

calculation is parallelized using molecule decompositignording to Plimpton [14]. The interaction matrix
is rearranged such that the number of interaction partseatmost equally distributed in the matrix. This is

achieved by calculating the interactions between molaculandN as interactions between molecul¥sand
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1, cf. Figure 5. The parallelization scheme then distribtite calculation amondy» processors with an almost
equal work load, such that every processor exec&¥p rows of the interaction matrix. The master process
reduces then all the force components to sum up the resuattidgcular forces on each molecule.

The MC code is parallelized by exploiting the stochastiaurabf the simulation method. Starting from an
equilibrated state in the simulation volume, the molecataxfiguration is copied multiple times into different
volumes. Then, each copy runs independently in parallgigusdifferent random number seed, to calculate the

thermodynamic properties. At the end, the data from allespre gathered and averaged.

5.3. Vector-based structure

The programms2 specifically accounts for vector-parallel machines. A# thain information needed in the
computationally costly inner loops of the calculationelithe positions of the molecules and their sites, are
stored in vectors that are accessed sequentially. Thizallor an efficient use of memory on vector-parallel
machines.

For the evaluation of one configurationiins2, e.g. the position vectors are loaded once and then distdbu
among all processors. Then, additional information likeriaction partners of each individual molecule is
computed, tabulated in vectors and communicated. The ofdars data follows the order of all other vectors,
e.g. the position vector. The appropriate order allows feeral access to the data in all vectors in the random

access memory. Therefore, the calculations can be veethiiizcreasing the efficiency.

6. Benchmarks

A subset of thens2 examples, which come along with the code release, was useddiiling and runtime tests
that are presented here. The number of time steps (MD) osl(dg), respectively, considered was lower than
for a normal production run, since only comparisons were@dout. The MD and MC test case simulates the
equimolar liquid mixture of methanol and ethano288.15 K and0.1 MPa in theNpT ensemble [65]. Methanol
was modeled by two LJ sites and three point charges and dthwtioree LJ sites and three point charges [66].
This test case was chosen, because it is a typical applicaBonilar results are expected for a wide class of
problems. However, note that the actual run times will difféth varying thermodynamic conditions that are

simulated. Run times increase with higher density of théesysamong others.

6.1. Sequential version

Compiler. ms2 is distributed as a source code and can be compiled with awaidety of compilers. However,
the performance is significantly influenced by the compitet inker as well as the used options. Figure 6 shows

the runtime of the test case on different platforms usinfgéht compilers. The binaries were generated by
e GNU gfortrarf with "-fdefault-real-8 -03”

e Intel ifortrar? with "-r8 -fast”

’http://gcc. gnu.org/fortran/
Snttp://software.intel.com/en-us/intel-compilers/

20



e PGl pgf9% with "-r8 -fastsse”
e Sun Studio sunfdowith "-r8const -fast”
e Pathscale pathf$awith "-r8 -Ofast”

with options activated to enforce the use of double pregifiimating point numbers. The chosen optimization
flags represent a common choice.

The best combination of compiler and platform was the Irftatian compiler and the Intel Xeon E5560 "Ne-
halem” processdr An Intel ifortran compiled binary ofns2 significantly outperforms binaries compiled by

GNU gfortran and PGI pgf90, independent on the computintiqata.

Profiling. The test case was chosen for profiling studies running theeseigl version ofns2 with valgrind
using the callgrind to8l The binary was built by the Intel ifortranl.1 compiler and optimized for SSSE3 to
work with valgrind3.5.0. From the resulting estimated CPU cycles, the computdtimtapots are presented for
both MD (Figure 7a) and MC (Figure 7b) simulations. The ckltian of forces and energies consumes most of
the CPU cycles. For the MD ruf4.33% of the CPU time is spent for charge-charge interactions&rid% for
LJ-LJ interactions, which adds up $0.42%. Further program routines, e.g. determining the int@vagiartners
(7.21%), add up to a total 099.70% of the CPU time spent for the entire calculation of potdrdizergies
and forces. In MC calculation95.68% of the time is spent for energy calculations, including rtbetine for
determining the interaction partnersZ8%).

With valgrind set up to use a 32768 Byte, 4-way associativell& data cache with 64 Byte cachelines and
prefetch enabled, the cache miss rate for reading (D1r) wksu5%, cf. Table 2. The misses occur mainly in
the force calculation for MD99.19%) and the energy calculation for MG9.07%).

The ratio of read and write access rates is larger than sxetbre, level 1 reading cache misses (D1mr) have a
larger impact on the performance than level 1 writing caclsses (D1mw) and level 2 cache misses. Instruction

cache misses are negligible here.

6.2. Vectorization

ms2 MD simulations also run efficiently on vector machines like NEC SX architectures. Table 3a shows
profiling data running the MD test case on a NEC SX8R usingt#f’. The force calculation routines reached
an average vector length of about 170 d882 MFLOPS, which is good, especially considering that the test
case is not favorable regarding vectorization. The MC dtlgor, however, is not well suited for vectorization, cf.
Table 3b. The NEC SX8 shows comparable results, propottioriae lower processor clock speed, whereas re-
sults for the NEC SX9 are below expectation with respectédilyher hardware peak performance and memory

access speed. For comparison, the same test case was dxacatmainstream Intel Xeon E5440 "Harpertown”

4http://www.pgroup.com/products/
Shttp://developers.sun.com/sunstudio/
Shttp://www.pathscale.com/
"http://www.hlrs.de/systems/platforms/nec-nehalem-cluster/
Shttp://valgrind.org/info/tools.html#callgrind
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2.83 GHz system, reading hardware counters with PAPI. The/stBion achieved an average of 1461 MFLOPS
and the MC version 1374 MFLOPS on this platform.

6.3. Parallelization

ms2 supports parallel systems with distributed memory usirgNtPl standard for communication. Taking a
look at the MPI routines used to exchange data, excludingnizglobal and msZtopwatch modules, solely
three different MPI calls are employed: MBtast (42x), MPIReduce (13x) and MPAllreduce (12x). As a
result of the profiling in section 6.1, only the force caltidas were parallelized for MD and therefore a master
process has to reduce all force components to sum up theimgsmlolecular forces. MC calculations use this
kind of parallelization only in the equilibration phase. rilyg production, the phase space is sampled with fully
independent random walks on each processing unit, gengriatiependent Markov chains, which have to be
consolidated only once at the end of the simulation.

The ms2 parallelization capabilities were tested on a "NehalemldQuadcore-CPU cluster with Infiniband,
using the Intel ifortran compiler and OpenMP1 V1.4 as wellrael MP1 V4.0. The test case runtime results for
a range of commonly used numbers of processors are showguneFR8. Using more than a single node, i.e. 8
processes here, Intel MPI showed a better scalability then®IPI. While the MD scaling behavior is good for a
decent number of processors, MC production steps can baathéared as optimally parallel. In contrast to this,
the MC equilibration steps, parallelized using a differstnategy, show the expected scaling characteristics of
MC simulations. A closer look at the time spent for commuti@ashows the differences between equilibration
and production for a parallel MC run witd2 processors. After the equilibration, which consumes réugh
seconds in this case, no communication takes place, cfré-Rau

For MD, MPI communication is necessary throughout the wlotaulation, with communication phases in each
time step. Figure 9b shows the communication needed forghesiime step, where the barrier induced by the
first collective call results in a waiting time for faster pesses and particularly for the last process, which might
be notably faster than the others, cf. Figure 9c. This imixaaf the last process is because the force calculation
for N molecules is divided among th€, processes, where each processor is assigned Withv,, | molecules,
except the last one to which the rest is assigned. RegardélyiD test case with372 molecules in Figure 9,

31 processes each calculate the forcestBomolecules, while the last process only deals véithmolecules.
This load imbalance is not a serious issue, since also witfieaeht molecule distribution, where the number of
molecules on each processor only differs by one, therelisgirocessor witht3 molecules, which dictates the
overall execution time. The fraction of the time spent in M&ltines increased to about 10% for 32 processes
from 5% for 16 processes for the test case. Within the calleadommunication, process 0 is the master and

therefore exhibits a different communication patternFigure 9.

6.4. Memory

The memory demand ofis2 is low, e.g. for a simulation of 1372 molecules with five irgetion sites, roughly

200 MB of RAM s required. For parallel execution, the concepdistributed memory is used. Here, the
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memory scales linearly with the number of processors tteatiaed. For most applicationsfs2 a total RAM

of 2 GB is sufficient.

6.5. Comparison to other codes

Monte-Carlo. The performance ofs2 was evaluated against the simulation progfdi@CC'S Towhee V6.2.7
[67], which is widely in use and well accepted by the sciemtiiermodynamic community. In a first step,
the comparison was restricted to a simpNé’T" simulation of the test casems2 and MCCCS Towhee,
both compiled with the Intel ifortran compiler, execute@ tMIC test case sequentially, i.e. with one process
only, on a "Nehalem”/Infiniband cluster with an equal numb&MC moves. A sequential run was executed
since M CCCS Towhee is not yet prepared for parallelization. The performancew® was faster than the
MCCCS Towhee program for this simulation by a factor of around 20.

An important application ofns2 is the determination of VLE data. The present comparisonnessicted to
two other programsM CCC'S Towhee [67] and theErrington Gibbs ensemble Monte-Carlo code [68]. Both
codes use the Gibbs ensemble approach for the determimdifidrE data, a simulation scenario that is not yet
supported byns2. Instead, the grand equilibrium method was usecahi2 for determining the VLE.

The test case was again a mixture of methanol and ethafol-at393 K, using V; = 1372 molecules for the
liquid phase anaV, = 500 molecules for the gas phase. These numbers were atdasistarting values for the
Gibbs ensemble calculations. FefCCC'S Towhee and theErrington Code, three different types of moves
were allowed, translational and rotational displacemesityme exchange and molecule transition between the
two simulation volumes. The moves were chosen with proliegsilof 79%, 1% and 20% respectively, which
are typical numbers for simulations including dense liquiidses. Inns2, the number of moves was restricted
to two in the liquid phase, translational and rotationapllisements; times) and one volume fluctuation each
loop. For the gas phase simulation, a move for insertion atetidn of molecules was additionally invoked
twice in each loop. The overall execution time was set to QFfiexecution time, which is about the maximal
time that is currently provided for a single simulation ighiperformance computing centers. The runs were
performed sequentially, sindd CCC'S Towhee and theErrington code are not suited for parallel execution.
For this test casens2 showed the best performance. Within the 96432 calculated 52000 loops in the liquid
phase simulation, and 50000 loops in the vapor phase siimlaEhe Errington code performed second best
in this test, running 22000 loops, followed by Towhee, whiagh 6000 loops.

The performance of the codes influenced the quality of thelsition results drastically. For the VLE test case,
the reference phase equilibrium data taken from the liteeatomprise a vapor pressuredd38 MPa, a saturated
liquid density of17.22 mol/l and a saturated vapor density @19 mol/l. ms2 reproduced the experimental
results well in the given time. The calculated vapor pressdirms2 was0.53 MPa, while the saturated liquid
density of the mixture was predicted to b2 54 mol/l and the saturated vapor density to(b& mol/l. The sta-
tistical uncertainties for the quantities was acceptadly being0.01 MPa for the vapor pressure afd3 mol/l
and0.003 mol/l for the saturated liquid density and saturated vammsity, respectively. Th&rrington code

calculated in the given time a vapor pressur®.ab MPa well as a saturated liquid density 18f.93 mol/l and
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a vapor density 06.443 mol/l. UsingT owhee, the calculation yielded a vapor pressurelafl MPa as well

as densities 0f3.62 mol/l and0.64 mol/l, respectively. Here, the standard deviations of #®ults were sig-
nificantly higher. These simulation results showed a deiff). for the saturated liquid density by an average of
1.50 mol/l over 1000 steps. The results for therington Code andV/ CCC'S Towhee indicate that the simu-
lations with these programs had not reached the phaselaquitiin 96 h. This effect is much more pronounced

for MCCCS Towhee, having executed significantly less loops than Eheington code.

Molecular dynamics.The performance of the MD part afs2 was evaluated against the simulation program
Gromacs V4.0.3 [69], which is designed for simulations of biological syste The comparison was restricted
to a simpleNVT simulation of the equimolar liquid mixture of ethanol andthanol at7” = 298 K and

p = 0.1 MPa. The runs were executed sequentially on a "Harpertdwfiriiband cluster with an equal number
of time steps and the same interaction cut-off radius ok 2Roth programsyns2 andGromacs, were compiled
with the Intel ifortran compilerGromacs was faster by almost a factor of two thans2 and also the scaling
behavior for the parallel version was superior. This shdves there is still an optimization potential ins2,
which will be exploited in the future.

A comparison betwee@'romacs andms2 for the VLE test case was not carried out, siié@mmacs does not

support VLE simulations.

6.6. Computational demand for the calculation of transywaperties

The computational demand for transport properties folgihe Green-Kubo formalism was evaluated. This
investigation was performed for the test case equimolaidignixture of methanol and ethanol at a temperature
T =298 K andp = 0.1 MPa with an autocorrelation length of 13.82 ps. The timegakhbetween two autocor-
relation functions was specified to be 197.4 fs. A total of aQ@correlation functions was explicitly written to
file in order to check the results. The transport propertiesevevaluated every four autocorrelation functions.
The reference case was a MD run performed with the same tadhdetails, except for the calculation of the
autocorrelation functions. Calculating transport preipsrincreased the CPU time of a simulation step by about
78% compared to the reference case. Note that all autoatiorefunctions were evaluated each time step, which

is an extreme frequency that can be reduced without muclofasscuracy.

7. Features

The feature programs described in the following are intdrtdefacilitate the handling ofns2. They should

allow for an easy start of molecular simulations witl32 and give access to all output data generateghbg.

7.1. Simulation setupns2par

The GUI-based feature toabs2par allows for a convenient generation of input (*.par) files@cting to user
specifications, cf. Figure 10. It assigns the molecular haesemble, thermodynamic state point, time step,
number of equilibration steps etc. Furthermore, the tooppses a cut-off radius based on the input data. After

the user completes the specifications, the program gesdhate.par-file in ASCII format, to be read bys2.
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Applyingms2par is simple and should be intuitive even for new usets2par is a java application, thus it runs

on all operating systems.

7.2. Simulation analysisns2chart

ms2chart is a GUI-based java applet for evaluating the simulationltegromms2, cf. Figure 11. This tool
plots the evolution of properties calculated 2. The properties can be shown for different graph axes that
are chosen from a drop down menu and the plot is shown dirgctlye GUI. For a better analysisys2chart
allows various features: plotting block averages as wedlimsilation averages into the same plot, changing the
design of the plot, individual labeling of the axes and atiffigsthe frame detail. All plots can be exported in
png format.

The analysis programs2chart can be executed at any time of the simulation, i.e. also vthi#esimulation

is still running. There is no loss of data, if it is run on the fljhe toolms2chart is easy to understand and
can be handled intuitively. It allows for an easy first analyd thems2 simulation results. Users will employ
ms2chart for a quick check of their simulation results, such as whetthe equilibration time was appropriate,

which is important if extensive series of simulation runs performed.

7.3. Visualization toolms2molecules

The programms2molecules is a visualization tool forns2. The program displays the molecular trajectories
that are stored byhs2 as a series of configurations in the *.vim file.s2molecules visualizes molecular sites
by colored spheres. The colors are user defined. The sizepfaesis by default proportional to the LJ size
parametes, but can be changed manually in the first lines of the *.vim filkis feature facilitates monitoring a
component of interest by reducing the size of other compisnerg. solvents. Other features like zooming into
or out of the simulation volume as well as rotating the sirtiatavolume also facilitate the analysis of simula-
tions. The visualization can be exported via snapshotsijptt format.

The program is based on OpenGL and written in C. The handlitigeoprogram is simple and console based.
Requirements for the feature tool are OpenGL in a Windowsiouk environment. Figure 12 shows a snap-
shot of a ternary mixture, taken with the program2molecules, which is convenient to gain insight into the

trajectory of the system or the state of the system, respdgti

8. Conclusions

The molecular simulation programs2 was designed for the calculation of thermodynamic propemif bulk
fluids. Special care was given to a minimization of the respdime. The capabilities ofi.s2 are broad, rang-
ing from basic static thermodynamic properties, like thalrand caloric data, over vapor-liquid equilibria to
transport properties, like diffusion coefficient, visdgsind thermal conductivity. These data are accessible for
pure substances and mixtures. The accuracy of the simuldtita generated hy.s2 is high, while consum-
ing a reasonable computational effort. Molecular modelmofe than 100 pure fluids are supplied witts2

that accurately describe their thermodynamic properdespite the fact thatis2 is a sophisticated Fortran90

program, new developers benefit from its modular structaceabject-orientation. The application ofs2 is
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straightforward, because the input files are well structaned auxiliary feature tools help to create input files,
analyze simulation results and visualize molecular ttajées. The code was optimized for the current hardware
technology and achieves a high efficiency.

Ongoing efforts focus on the implementation of new algonishthat extend the applicability of the program
as well as its analysis tools. The two major current develmnare the implementation of internal degrees of
freedom to allow for the application afs2 to larger molecules and Ewald summation to allow for the iapfibn

of ms2 to charged molecules. The source code is available to thetfftc community ahttp: //www.ms-2.de.
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Table 1: Computational demand for the calculation of thenubal potential for a three-center LJ fluid using

Widom'’s test molecule insertion in MD or MC simulation. Thedl@ulations were performed on a single proces-
sor. The simulation time per time step (MD) was 0.043 s an@®@s3Joer loop (MC), respectively. The simulations
were performed with 500 molecules at a density of 0.23 mal8ut-off radius of 60A was employed.

# test molecules Additional CPU time per MD time step or MC loop / s
1 0.0015
500 0.1925
1000 0.3865
1500 0.5810
2000 0.7750
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Table 2:ms2 data cache behavior for the test case investigated withroadl (D: data, 1m: level 1 cache misses,
riw: read/write access). The data misses are normalizeldebyptal amount of data access.

Dimr/Dr Dlmw/Dw D2mr/Dr D2mw/Dw Dr/Dw
[%] [%0] [%0] [%0]
MD | 2.41 0.34 0.0001 0.0002 6.18
MC | 4.98 7.48 0.006 2.04 10.35
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Table 3: NEC SX8R "ftrace” profiling. The five routines withethargest computational demand and their
vectorization for the test case are shown for MD (a) and MC (b)

PROG.UNIT FREQUENCY
EXCLUSIVE AVER.TIME MOPS MFLOPS V.OP AVER. VECTOR I-CACHE O-CACHE BANK CONF
TIME[sec] (%) | [msec] | RATIO | V.LEN | TIME | MISS | MISS | CPU_ NETWORK
ms2potential.tpotcdorce 126900
598.058 (53.4)| 4.713 8661.0 2164.7 | 99.53 | 169.3 | 579.369 | 0.012 | 3.383 | 3.487 13.433
ms2potential.tpotljliforce 89300
373.605 (334) | 4.184 8039.8 18046 | 9960 | 1700 | 360.055 | 0.010 | 2775 | 2317 8112
mszZinteraction.tinteractiofiorce 14100
118.367 (10.6) | 8.395 1749.6 4292 | 80.68 | 1726 | 36.326 | 0.025 | 39.243 | 0.092 0.961
ms2interaction.tinteractiaicalcpartners 14100
27.200 (24) | 1.929 14262.1 34128 | 9928 | 1912 | 25.795 | 0.021 | 0.091 | 0.169 0.830
ms2.component.tcomponenestartsave 2
0.302 (00 | 151.159 341.9 7.7 | 0.14 | 33 | 0.003 | 0.048 | 0.010 | 0.000 0.001
total 648179
1119.044 (100.0)| 1.726 7855.1 1891.6 | 99.09 | 170.5 | 1002.287 | 0.265 | 45.647 | 6.157 23.568
(b)
PROG.UNIT FREQUENCY
EXCLUSIVE AVER.TIME MOPS MFLOPS V.OP AVER. VECTOR I-CACHE O-CACHE BANK CONF
TIME[sec] (%) [msec] | RATIO | V.LEN | TIME | MISS | MISS | CPU | NETWORK
msZ2.interaction.tinteractiaenergy 10155544
5055.675 98.3) | 0.498 2388.1 563.9 | 6923 | 1623 | 635244 | 22679 |  827.141 | 6.305 | 45.971
ms2.component.tcomponentol2atom1 5604792
25.066 (05) | 0.004 305.0 413 | 000 | 00 | 0.000 | 3.765 | 7560 | 0.001 | 0.453
ms2ensemble.tensemhienergyl 3430000
13.135 (0.3) 0.004 1271.2 4925 | 87.92 | 237.8 | 2.329 | 1.990 | 4.316 | 0.001 | 0.163
ms2ensemble.tensemhtaove 1714383
9.818 (02) | 0.006 144.8 71| 724 | 30 | 0.395 | 2,692 | 2778 | 0.000 | 0.216
ms2ensemble.tensemhletate 1715617
8.658 (02) | 0.005 141.9 9.9 | 000 | 0.0 | 0.000 | 2.491 | 2313 | 0.000 | 0.199
total 44555359
5142.345 (100.0) | 0.115 2366.6 559.1 | 69.33 | 1627 | 646.942 | 38.509 | 849.895 | 6.401 | 47.877
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Figure 1: Schematic of the gradual insertion of a moleculbe Molecule (dark gray) in state fluctuates
between staté= 0 (fully decoupled) and state= k& (fully coupled).
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Figure 2: Schematic of the angles between two point dipodeslj indicated by the arrows, which are situated
on different molecules at a distancg.
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Figure 3: Schematic of the different cut-off modes. Using sfte-site cut-off mode, the interaction between the
two sites marked by a dot is explicitly evaluated, since theywithin the cut-off radius indicated by the dotted
line. The distance between the centers of mass (COM), mérkacdross, is irrelevant. Using the center of mass
cut-off mode, none of the site-site interactions of the twalenules are explicitly evaluated, since the centers
of mass are not within the cut-off radius. The distance betwthe center of mass and one particular site of
molecule; is defined agir;.
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TSimulation TGlobal
(ms2_simulation) (ms2_global)
+ Ensemble] ]: TEnsemble
7
TEnsemble N TAccumulator
(ms2_ensemble) ~ (ms2_accumulator)
+ Component] |: TComponent
+ Interaction] |: TlInteraction
+ SumX: TAccumulator
v 7
TComponent TInteraction
(ms2_component) (ms2_interaction)
+ Molecule] ]: TMolecule + PotLJ126LJ126[ ]: TPotLJ126LJ126
+ SumX: TAccumulator + PotCC[ ]: TPotCC
v +PotCD[ : TPotCD
+PotCQ[ ] TPotCQ
Uizl + PotDC[ | TPotDC
(ms2_molecule) + PotDDJ J: TPotDD
+ SiteLJ126[ ]: TSiteLJ126 + PotDQJ I: TPotDQ
+ SiteCharge][ : TSiteCharge + PotQC][ ] TPotQC
+ SiteDipole[ ]: TSiteDipole + PotQDJ ] TPotQD
+ SiteQuadrupole[ ]: TSiteQuadrupole + PotQQ[ ] TPotQQ
(ms2_site) (ms2_potential)
| rsiteLiize | | TPotLy126L3126 |
| TsiteCharge | | TPotcC || TPotcD || TPotCQ |
| TsiteDipote | | TPotnC || TPotDD || TPOtDQ |
| TSiteQuadrupole | | TPotQc || TPotQD || TPotqQ |

Figure 4. UML class diagram ofis2, showing object attributes. The bold headers specify theschame,

while the italic names correspond to the program files, thescls implemented. The arrows indicate the com-
mand structure, while the bold arrows indicate informati@nsfer. For a better understanding of the struc-
ture, following abbreviations are introduced into the déag: CC: ChargeCharge; CD: ChargeDipole; CQ:
ChargeQuadrupole; DC: DipoleCharge; DD: DipoleDipole; :¥jpoleQuadrupole; QC: QuadrupoleCharge;

QD: QuadrupoleDipole; QQ: QuadrupoleQuadrupole
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Processors

Molecule 1

Molecule N

Molecule 1 - - s s ** Molecule N

Figure 5: Schematic of the molecule decomposition paizéigbn method by Plimpton [14]. The colored boxes
signify the pair interactions that need to be determinedd®oto proceed the simulation. The black lines define
the range of molecules each processor is assigned to daltidar interactions.
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Figure 6: Runtime for the equimolar liquid mixture of metbhand ethanol a98.15 K and 0.1 MPa in the
NpT ensemble using different compilers and processors. Thelaiibn was executed with 1372 molecules
with MD for 200 NV'T equilibration time steps00 NpT equilibration time steps artD00 production time
steps. For MC50 NV'T equilibration loops200 NpT equilibration loops and000 production loops.
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Figure 7: CPU cycles for one MD step (a) and one MC loop (b) eftist case estimated by valgrind. All
functions with less tham% CPU time share are not shown.

36



Z e \\l O

o ~

8 m_ ¢ :\\o\

s 107 '\\. o O

E T LN
ERDe
& 102 a_©

1 2 4 8 16 32 64 128 256 512

Number of processes

(€Y

Runtime / time step / s

Number of processes

(b)

Figure 8: ms2 runtime of the test case with MC (a) and MD (b) on a "Nehalenfifiiband cluster for Am-
dahl and Gustafson scaling. Full symbols: Intel MPI V4.0, p&rsymbols: OpenMPI V1.4.10: N=1372,
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Figure 9: Communication between 32 processes executingshease. The green color indicates calculations,
the red color indicates communication. Figure (a) showsstihmamary time line for MC simulation, while the
lower figures show the summary time line for MD simulationgiie (b) exhibits the communication for one
entire MD step, while (c) gives a magnified view on the commation pattern at the end of the time step.
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oxide.

Figure 10: Snapshot ohis2par generating an input (*.par) file for a MD simulation of purguid ethylene
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Figure 11: Snapshot of the toels2chart. The picture shows the analysis of a simulation of liquidiahiexane.
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Figure 12: Snapshot of a ternary mixture taken with the \lisaton tool ms2molecules. The mixture con-
sists of ethane (red), methane (orange), and carbon di¢giden). The white frame illustrates the size of the
simulation volume.
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Abstract

This supplementary material includes detailed descrigtiof the equations implementedns2 as well as

detailed information on the input and output files of the paog.

1. Definitions of the thermodynamic properties accessiblaims2
1.1. Density, pressure, internal enegy and enthalpy

At constant temperaturE and volumél/, the pressure is determined by [1]

kT W) o kT 1 RS NS ey Ak
p=— o At = +3v<i:1 j;lruf”HAp , (1)
Tij<Tc

wherekg is the Boltzmann constant and the bracket$ indicate the ensemble averag®. denotes the virial,
which is defined by the force vectgi; acting between two molecules at a separation vegtobetween their
centers of mass. The contributidxp” considers the long-range interactions with molecules beybe cut-off
radiusr..

In the isothermal-isobaric ensemble, the volume is a fluttggparameter that on average yields the volume
corresponding to the specified pair of temperatlirand pressurg,. In MD simulations with Andersen’s
barostat [2], which is implemented ins2, the fluctuations of the volume are damped by a fictive pistassn

@, according to the equation of motion
2)

In MC simulations, the volume is changed randomly and the vawme accepted by applying the Metropolis

acceptance criterion

) AFE
P,ee = min(1, exp (kB—T)) , 3)
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whereP, .. is the probability of accepting the volume change & is the difference between the old state with

energyU,,4 for the volumel,;; and the new state with enerd¥,.., for the volumeV/,.,, according to

v,
AE = po(View — Votd) + (Unew — Uoia) + NkpTIn =24 4)

new

The residual enthalpgf*® is directly linked to the residual internal energy, pressamd volume of the system
H™ =U" 4+ pV — NkgT , (5)

whereU** is the residual potential energy. It is defined as the sumlgfegiwise interaction energies; and

the appropriate long range correctidd/“, cf. section 2.4 of this Supplementary Material

N—-1 N
Ures = Z Z U5 +AUL . (6)

i=1 j=i+1
Tij<Tec
1.2. Second derivatives
The accessible second derivatives vary with the employsdrehle. In theVV'T ensemble, the residual iso-

choric heat capacity:*® is determined by fluctuations of the residual potential gnér<*

res __ 1 8Ures o 1 res) 2 res\ 2
Cy = N( oT )vi kB(NT)2(<(U ) >7<U > ) (7)

The partial derivative of the potential energy with respgeahe volume at constant temperatté&f] res /8V) T

is determined by fluctuations of the residual potential gméfr**® and the viriallV/

QU N 1
ov ’T 3V ‘kgT

(WYU™) — AWT™)) + (W) ®)

Inthe NpT ensemble, the second derivatives of the Gibbs energy, yaheetesidual isobaric heat capacif§,
the isothermal compressibility; and the volume expansivity, are functions of ensemble fluctuations [1]. The

residual isobaric heat capacity* is related to fluctuations of the residual enthalpf*

res __ 1 OH™ _ 1 res) 2 res\ 2
CP - N( oT )p - kB(NT)Q (<(H ) >7 <H > ) . (9)

To obtain the total isobaric heat capacify the solely temperature dependent ideal gas contribujj’(éﬂi”) has

to be added. This ideal property is accessible e.g. by qoachemical methods and can often be found in data
bases [3].

An analogous relationship links the isothermal compréltyilp to volume fluctuations in thé&/pT ensemble

1,0V 1

pr = V(a_p)T ~ ksT(V)

(V) = (V)?) . (10)



The partial derivative of the residual enthalpy with redpiet¢he pressure at constant tempera(uﬁrH res / 8p) T

is linked to fluctuations of volume and residual internalrgye

(ag:s r=V- %(<Uresv> — (U (V) +p((V2) = (V))) )

and the volume expansivity, again to volume and residual enthalpy fluctuations

1 (9V N res res
o = 5 (57)p = Tagyy (HV) = (H)HV)) (12)

Note that Egs. (7) to (12) are valid for mixtures as well.

1.3. Speed of sound
The speed of soundis defined by the isothermal compressibility, the volume expansivity,, the isobaric

heat capacity,, and the temperatutg by

c= ( 1 )0.5
M(Brp—Ta2/c,)

whereM is the molar mass. Ims2, the speed of sound is calculated both for pure componedtsatiures in

: (13)

the NpT ensemble.

1.4. Chemical potential - Widom test molecule insertion

For the calculation of the chemical potential of comporiexdcording to Widom [4], a so-called "test” molecule
[ of component is inserted into the simulation volume at a random positidti \& random orientation. At
constant temperature and pressure its potential engrgiue to its interactions with all other "real” molecules,
is related to the chemical potential according to

<V exp (71/)[/]€BT)>
(Ns)

pi — i (T) = kT In (14)

The test molecule is removed immediately after the calmradf its potential energy, thus it does not influence
the time evolution of the system or the Markov chain, respelgt

The value ofy; is highly dependent on the random position of the test médedn addition, the density of the
system has a significant influence on the accuracy of theletilon. For very dense fluids, test molecules almost
always overlap with some real molecules, which leads to amii@t energy); — oo and thus to no contribution

to Eq. (14) resulting in poor statistics for the chemicalgmiial or even complete failure of the sampling. Within
limits, lower statistical uncertainties of the chemicatertial can be achieved by inserting a large number of test

molecules into the simulation volume, which leads to anéasmg computational demand.



1.5. Self-diffusion coefficients
The self-diffusion coefficienD; is related to the mass flux of single molecules within a fluidherefore, the

relevant Green-Kubo expression is based on the individo#cale velocity autocorrelation function [5]

1
3N;

D= /m at (vi(t) - vi(0)). (15)
0

wherevy (t) is the center of mass velocity vector of molecilat some time. Eq. (15) is an average over all

N; molecules of componentin the ensemble, since all contribute to the self-diffusioefficient.



2. Details ofrs2

This section provides a closer insight inte;2 and the implemented equations.

2.1. Reduced quantities

The simulation programs2 internally uses reduced quantities for its calculationsgbantities are reduced by

a reference lengthr, a reference energy, and a reference massg, respectively.

Table 1: Important physical quantities in their reducedfoNote that, indicates the permittivity of the vaccum

g0 = 8.85418% 10712 A%stkg~tm=3.

length
energy

mass
time

piston mass
temperature

pressure

density

volume

chemical potential
point charge

dipole moment
quadrupole moment
diffusion coefficient
viscosity

thermal conductivity

" VAneg \Jero
D
D= —
o/ MR/eR
2
* — nUR
MRER
N
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2.2. Intermolecular interactions

Point dipole interactions.The interaction between a point dipole with momgntand a point charge; at a

distancer;; is given by [6, 7]

b omy
dmeg 3

Dq

ug; (rig, 0 iy ;) = 0s0; . (16)

Here,0; is the angle between the distance vector of the point chardjghe orientation vector of the point dipole,

as illustrated in Figure 2 in the associated paper.

Point quadrupole interactionsThe interaction potential of a linear point quadrup@lgwith a point charge;

at a distance;; is given by [1, 8]

1 Qigy
o _ iqj

(3 cos? 0; — 1), (17)

whered); is the angle between the distance vector of the point chardetee orientation vector of the point
guadrupole, as illustrated in Figure 2 in the associate@mpap
The interaction between a linear point quadrupole with muimg and a point dipole with momenni; is given

by [6, 8]
1 3Q;u;
—%(cos@i - cosej)
& (18)
(1 + 3 cosB; cos; — 2 cos ¢y sin f; sin 9]-),

Ugu(rijveiaeﬁ(bij’Qi“uj) :47760 2 r

where the angle8;, §; and ¢;; indicate the relative angular orientation of the point digpp and the point

guadrupole, as shown in Figure 2 in the associated paper.

2.3. Reaction field method

The truncation of electrostatic interactions of first andos&l order are corrected for with the reaction field
method [9, 10]. Here, all dipoles within the cut-off radiuspolarize the fluid surrounding the cut-off sphere,
which is modeled as a dielectric continuum with a relativenpttivity ;. The polarization gives rise to a

homogeneous electric field within the cut-off radius, chitlee reaction fieldE2F of magnitude

EzRF _ 1 2(55 — 1) i i Z o - (19)

4wy 26+ 1 73

Note that allm dipoles with momenj: on all N, molecules within the cut-off sphere have to be summed up.
The reaction field acting outside of the cut-off sphere itées with a dipolgu; at the center of the cut-off sphere
by [1, 11]

K2

1
ul ™ = _§uiEzRF , (20)



Whereuﬁ‘RF is its contribution to the potential energy. In Eq. (20)siteissumed that the system is sufficiently
large so that tinfoil boundary conditions,(— oc) are applicable without a loss of accuracy, éVg> 500 [12,
13, 14, 15].

The reaction field method can also be applied to correct tsrafepoint charges, as long as they add up to a total

charge of zero. Therefore, a point charge distributiondsiced to a dipole vectqe? according to
pl = Zri%‘ . (21)
=1
wheren denotes the total number of point charges anthe position vector of chargg. The resulting dipole

p? is transferred into the correction term according to Eg8) &hd (20).

2.4. Cut-off mode

In the site-site cut-off mode, the LJ contributions of malles beyond the cut-off radiug to the internal energy

are estimated by [1]

AU = %Np*ﬁ((%)g - 3(1;)3) . (22)

The contributions to the pressure are considered by [1]

Mt = T Pa(() = 5620 @3)

Using the center of mass cut-off mode, the LJ contributidmaalecules beyond the cut-off radius are esti-
mated on the basis of the correction terms of Lustig [16]. 8tectionAu’* for the residual internal energy
can be divided into three contributions, the contributibpsnteractions between two molecule centers (TICC),
between one molecule center and one site (TICS), and betweanolecule sites (TISS). The first contributions
describe the long range contributions between molecutarantion sites that are positioned in the center of the
mass of the individual molecules. The TICS terms describectintributions, where one site is located in the
center of mass of its molecule, while the other site is note TISS terms correct for contributions between
molecular sites that are not positioned in the center of mé#seir molecules. Using these formulations, the
correction term for the residual internal energy is defingd b

(TICCu(—6) — TICCu(-3))

Nc N¢ Nujg,i Nugj
i=1j=1 a=1 p=1

(TISSu(—6) — TISSu(-3)) .
Here, N¢ is the number of components in the system a¥d ; the number of LJ sites of the molecule of
component. The TIXXu functions are calculated by the following eqoat, where the argument in the brackets
defines the exponent

7,2n+3



(Tc + 7_)2n+3 _ (Tc _ 7_)2n+3 (Tc + 7_)2n+4 _ (Tc _ T>2n+4
= ¢ , 26
TICSu(n) 402"7(n +1)(2n + 3) re 4o2rr(n+1)(2n+ 3)(2n + 4) (26)

(Tc + 7_+)2n+4 _ (Tc + 7_7)2n+4 _ (Tc o 7_7)2n+4 + (Tc _ T+)2n+4

TI =— .
SSu(n) 802 mo(n + 1)(2n + 3)(2n + 4) ret -
(Tc + 7_+)2n+5 _ (Tc + T,)QHJFS . (Tc _ 7_7)2n+5 + (Tc _ 7_+)2n+5
852" mima(n +1)(2n + 3)(2n + 4)(2n + 5)
The terms-;. andr,. are defined by
T =71+ T2, (28)
TL=T1— Ta, (29)

wherer; andr, define the distance between siteand2, respectively, to the center of mass of the molecules
they belong to.

The correction of the pressure for the center of mass clisgff’en by

-9 Nc Nc¢ Nujy,i Nug,j (TICCP(_6) - TICCp(—S))
Apts = ?mﬂ ZZ Z Z izjde § (TICSp(—6) — TICSp(—3)) (30)
i=1 j=1 a=1 p=1
(TISSp(—6) — TISSp(—3)) .

These expressions follow the same naming scheme as fortdraahenergy correction. The functioh$CCp,
TICSp andTISSp are defined by
TICCp(n) = 2n - TICCu(n) , (32)
(re +7)2%2 — (r, — 7)2n+2
4027 (n + 1)

('rc + T+)2n+3 _ ('rc + T_)2n+3 _ (Tc _ T_)2n+3 + (Tc _ 7.+)2n+3
82" Tim9(n 4+ 1)(2n + 3)

TICSp(n) = — r2 — 3. TICSu(n), (32)

TISSp(n) = — r2 —3-TISSu(n) . (33)




3. Modular structure - example

The modular structure ofis2 is discussed by highlighting a MD simulation calculatioongess of a pure fluid
modeled by two LJ sites and two point charges in MET ensemble. During the initialization process, the
modules for memory allocation and definition of the simaatcenario are executed. This process is not unique
for any of the hierarchical levels, but takes places on a8l cf. Figure 4 in the associated paper.

On level one, the simulation is delimited to "molecular dymes”, therefore all modules concerning MC sim-
ulation are entirely neglected. On level two, the "initi@iion” modules define the simulation environment by
setting ensemble specific properties, like simulation ra@utemperature as well as the thermostat and integration
algorithm etc. While the use of the first modules mentioneal/alis required in each simulation, independently
of MD or MC, e.g. the trajectory calculation is specific for MBowever, the modular structure retains the ef-
ficiency of the program by initiating only the molecule prgp#ion that is specific for the simulation technique.
The same effect of modules can be found in the initiation @semn lower levels. Here, the composition of
the molecular species in the simulation volume (module camept), the description of the molecule (module
molecule) and the storage of the positions, velocities andek of all LJ sites and charges (module sites) are
determined. All other modules, e.g. treating additionahponents for mixtures or containing characteristic
properties of dipoles or quadrupoles, are fully omittedity?2 in this case, because they are not needed in this
simulation. Once the simulation has been initialized, a$etodules is invoked, which deals with maintaining
the simulation run. On level one, this includes modules obgl use for any simulation, e.g. limiting the exe-
cution time etc. On level two, Newton’s equations of motioea aumerically integrated, requiring information
about the fluid’s composition, the positions and orientetiof the molecules etc. provided by modules of the
respective level. The thermostat is applied and the calonlaf thermodynamic properties is performed. The
forces, torques and energies are calculated in the secandtbon the level component. For a MD simulation,
this covers routines for the calculation of energies as a®Hforces at the same time, whereas for a MC sim-
ulation, the modules only calculate energies and virialtigoutions. A further set of modules deals with the
accumulation of data. These modules are designed to sttaedd evaluate the statistics of the produced data.
The actual thermodynamic properties are calculated ontberable level. The last set of modules deals with the
output, where the results of the molecular simulation atigewrto file. These modules are called independently

on the user settings in all simulation scenarios.



4. Input and output

ms2 was designed to be an easily applicable simulation progfidra.structure of the input files as well as the

output files is shown in Figure 1.

Input Simulation Output
* log
/ e
*.run
*
.par /
5 —» *rav
ms
* ' \> *.rtr
pm \ * ret
* vim
* nrm

Figure 1: File structure needed and generatethb.

4.1. Inputfile *.par

The simulation programs2 requires one input file (*.par) to specify the simulationgraeters and one molec-
ular model file (*.pm) for every molecular species consideiEhe *.par file contains all input variables for the
simulation process, such as simulation type, ensemblebatnf equilibration and production steps, time step
length etc. Furthermore, the user has to specify temperadensity and fluid composition. Table 2 lists all input
parameters and options to be specified in the *.par file. Amgafor a complete *.par file is given below for

a MC simulation of pure ethylene oxide in thépT ensemble, where the chemical potential is calculated by

gradual insertion.

Table 2: Parameters and options specified in the *.par file.

Parameter Option Explanation Recommended value
Units Sl Physical properties in the *.par file are given in 8itsl Sl
reduced Physical properties in the *.par file are given iuoed

units with respect to the reference values of length

energyer and massng

LengthUnit Reference lengthy in A 3.0
EnergyUnit Reference energy /kp in K 100.0
MassUnit Reference masar in atomic unitsu = 1.6605 x 100.0
10727 kg
Simulation MD Molecular dynamics simulation
MC Monte-Carlo simulation
Integrator Gear Gear predictor-corrector integrator (Milyp Gear

Leapfrog Leapfrog integrator (MD only)

10



Table 2 continued

Parameter Option Explanation Recommended value
TimeStep Time step of one MD step in fs (MD only) ~1
Acceptance Acceptance rate for MC moves (MC only) 0.5
Ensemble NVT Canonical ensemble
NVE Micro-canonical ensemble
NPT Isobaric-isothermal ensemble
GE Grand equilibrium method (pseudd<T")
MCORSteps MC relaxation loops for pre-equilibration 100
NVTSteps Number of equilibration time steps (MD) or loopsGM 20000
inthe NVT ensemble
NPTSteps Number of equilibration time steps (MD) or loop<(M 50000
in the NpT ensemble (optional)
RunSteps Number of production time steps (MD) or loops (MC) 00®0
ResultFreq Size of block averages in time steps or loops 100
ErrorFreq Frequency of writing the *.res file in time stepdamps 5000
VisualFreq Frequency of saving configurations in the *.vila for 5000
visualization in time steps (MD) or loops (MC)
CutoffMode COM Center of mass cut-off COM
Site Site-site cut-off
NEnsemble Number of ensembles in the simulation 1
CorrfunMode yes Calculation of autocorrelation functiensbled
no Calculation of autocorrelation functions disabled
Temperature Specified temperature
Pressure Specified pressure
Density Specified density
PistonMass Piston mass for simulations at constant pressur
NParticles Total number of molecules 864 - 4000
Ligdensity Simulation result density
VarLigDensity Statistical uncertainty of density
LigEnthaly Simulation result residual enthalpy
VarLigEnthaly Statistical uncertainty of residual enthal
LigBetaT Simulation result isothermal compressibility
VarLigBetaT Statistical uncertainty of isothermal congzibility
LigdHdP Simulation resultdh*® /dp)
VardHdP Statistical uncertainty of§***/dp)r
NComponents Number of components in the simulation

11



Table 2 continued

Parameter Option Explanation Recommended value
Corrlength Length of the autocorrelation in time steps
SpanCorrFun Time steps separating subsequent autoc¢immefianc-
tions
ViewCorrFun Output frequency of the full autocorrelatiamétions
into the *.rtr file
ResultFreqCF Output frequency of transport propertie® ithe
*.res file
PotModel Potential model *.pm file of a component
MolarFract Molar fraction of a component
ChemPotMethod none No calculation of the chemical potefatiahis compo- none
nent
Widom Calculation of the chemical potential for this compaoh
using Widoms's test molecule method
Gradins Calculation of the chemical potential for this cament
using gradual insertion
NTest Number of test molecules for Widom’s test molecule 2000
method
WeightFactors Guess For gradual insertion: use user defiited values for Guess
the weight factors with optimization of these factors dur-
ing simulation
OptSet For gradual insertion: user defined values for thghtei
factors without adjustment during simulation
Cutoff Cut-off radius for center of mass cut-off
CutoffLJ Cut-off radius for LJ interactions (site-site ff)
CutoffDD Cut-off radius for dipole-dipole interactionsitéssite
cut-off)
CutoffDQ Cut-off radius for dipole-quadrupole interactfo(site-
site cut-off)
CutoffQQ Cut-off radius for quadrupole-quadrupole intgi@ns
(site-site cut-off)
Epsilon Dielectric constant 1.0E+10

12



An example for a *.par file is given in Table 3. The scenario BI@ simulation in theNpT' ensemble for

ethylene oxide.

Table 3: Parameters and options specified in the *.par file.

Sim_EOX.par

Units
LengthUnit
EnergyUnit
MassUnit

Simulation
Acceptance
Ensemble

MCORSteps
NVTSteps
NPTSteps
RunSteps
ResultFreq
ErrorsFreq
VisualFreq

CutoffMode
NEnsembles

Temperature
Pressure
Density
PistonMass
NParticles
NComponents

PotModel
MolarFract
ChemPotMethod
WeightFactors

Cutoff
Epsilon

SI

3.0
100.0
100.0

MC
0.5
NVT

100
2000
10000
50000
100
2000
10

COM

400.0

0.79355
21.09227

0.00001
500

1

eox.pm
1.0
Gradlns
Guess
1.00
2.00
3.00
4.00
5.00
10.00
20.00
40.00
60.00

5.0
1.E+10

13



4.2. Inputfile *.pm

A *.pm file contains the molecular model for a given substartoeontains the relative positions and the parame-
ters of all sites. The potential model file for methanol isvghén Table 4. Methanol was modeled by two LJ sites
and three point charges [17]. All positions and distancethén*.pm file are given ird, the LJ parameters
ande/kp are given inA and K, respectively, while the mass is given in atomic ufits= 1.6605 x 10~27 kg).

The magnitudes of the charges are specified in electronigeba& = 1.602 x 10~ C), while the dipole
moments and quadrupole moments are given in Debye=(3.33564 x 1073 Cm) and Buckinghami =
3.33564 x 10~4° Cm?), respectively. The orientations of the dipole and quadieipre represented by spherical
coordinates, where the azimuthal anglepecifies the angle to the positiveaxis and the polar angkedefines

the angle to the positive-axis. Both angles are specified in degrees. Molecular nsazel be orientated arbi-
trarily in the *.pm file. All site positions are transformetd a principal axes coordinate system at the beginning

of each simulation witlns2. The normalized site positions are written to a *.nrm filedach component.

14



Table 4: Parameters and options specified in the *.pm file fopkecular model of methanol.

MeOH.pm
NSiteTypes = 2
SiteType = LJ126
NSites = 2
X = 7.660331E-01
y = 1.338147E-02
z = 0.0
sigma = 3.754348
epsilon = 120.591759
mass = 15.034
X = -6.564695E-01
y = -6.389332E-02
z = 0.0
sigma = 3.030
epsilon = 87.879094
mass = 16.00
SiteType = Charge
NSites = 3
X = 7.660331E-01
y = 1.338147E-02
z = 0.0
charge = 0.247461
mass = 0.0
shielding = 0.1
X = -6.564695E-01
y = -6.389332E-02
z = 0.0
charge = -0.678742
mass = 0.0
shielding = 0.1
X = -1.004989E+00
y = 8.145993E-01
z = 0.0
charge = 0.431281
mass = 1.008
shielding = 0.05
NRotAxes = auto

15



4.3. Output files

ms2 yields seven output files:

*.log file - stores a complete summary of all execution stegen byms2.

*.res file - contains the results of the simulation in an aggted form. The data is written to file in
reduced quantities as well as in Sl units, along with thestiedl uncertainties of the calculated properties.

The *.res file is created during simulation and updated espegified number of time steps or loops.

*.run file - contains the calculated properties of the sirtiafafor a specified time step or loop interval.
The file is in tabular form, where the data is given in reduceiisu The file is subsequently updated

according to the user specification, which is set in the *fipar

*.rav file - contains the block averages of the calculategprtes. The file is in tabular form, where the
data is given in reduced units. The file is subsequently @wadatcording to the user specification, which

is set in the *.par file.

*.rtr file - stores the final values of the autocorrelationdtions and their integrals. The number of output

lines has to be defined in the *.par file.

*.rst file - is the restart file of the simulation. It containsraolecular positions, velocities, orientations,
forces, torques and block averages for the thermodynarojepties. It is written once at the end of a
simulation or immediately after having received a termorasignal of the operating system. The *.rst file
allows for a stepwise execution of the simulation, necgssay. in case of an early interruption of the

simulation, time limits on a queuing system or unexpectdtsha

*.vim file - is the trajectory visualization file. It contaitise positions and orientations of all molecules in
an aggregated ASCII format. The configurations are writtefilé after a user-specified interval of time
steps or loops. The *.vim file is readable by the visualizatimol ms2molecules, which is also part of

the simulation package.

*.nrm file - stores the normalized coordinates of a potemtiatiel after a principal axes transformation.
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